Introduction


As predicted in our first edition of the Handbook of Information Security Management, published in 1993, the practice of information security has become much more complicated and the need for qualified information security professionals has become critical. During this time, the International Information Systems Security Certification Consortium (ISC2) has made significant progress in testing and certifying information security practitioners as Certified Information System Security Professionals (CISSPs). Currently, almost 1000 practitioners have achieved certification and several hundred sit for the examination annually. 

Preparing for the examination is no trivial task because a thorough understanding of all of the items in the Common Body of Knowledge (CBK) for the field is necessary. The Handbook of Information Security Management has become one of the important references used by candidates during these intense preparation activities. 

Certification Support
To make this and future editions of the handbook even more useful, we have mapped the table of contents to correspond to the 10 domains of the certification examination. This structure to the book’s table of contents will enable reviewers to more easily locate topics for special study. One or more chapters of the book address specific topics in each domain. Since the scope of the field is so broad, no single volume can include all topics. Therefore, we intend to add about 30% new topics each year to ensure that the latest pertinent information becomes readily available.

Domain 1 addresses access control. Access control consists of all of the various mechanisms (physical, logical, and administrative) used to ensure that only authorized persons or processes are allowed to use or access a system. Three categories of access control focus on: (1) access control principles and objectives, (2) access control issues, and (3) access control administration.

Domain 2 addresses communications security. Communications security involves ensuring the integrity and confidentiality of information transmitted via telecommunications media as well as ensuring the availability of the telecommunications media itself. Three categories of communications security are: (1) telecommunications security objectives, threats, and countermeasures; (2) network security; and (3) Internet security.

Domain 3 addresses risk management and business continuity planning. Risk management encompasses all activities involved in the control of risk (risk assessment, risk reduction, protective measures, risk acceptance, and risk assignment). Business continuity planning involves the planning of specific, coordinated actions to avoid or mitigate the effects of disruptions to normal business information processing functions.

Domain 4 addresses policy, standards, and organization. Policies are used to describe management intent, standards provide a consistent level of security in an organization, and an organization architecture enables the accomplishment of security objectives. Four categories include: (1) information classification, (2) security awareness, (3) organization architecture, and (4) policy development.

Domain 5 addresses computer architecture and system security. Computer architecture involves the aspects of computer organization and configuration that are employed to achieve computer security while system security involves the mechanisms that are used to maintain the security of system programs. PC and LAN security issues, problems, and countermeasures are also in this domain.

Domain 6 addresses law, investigation, and ethics. Law involves the legal and regulatory issues faced in an information security environment. Investigation consists of guidelines and principles necessary to successfully investigate security incidents and preserve the integrity of evidence. Ethics consists of knowledge of the difference between right and wrong and the inclination to do the right thing.

Domain 7 addresses application program security. Application security involves the controls placed within the application program to support the security policy of the organization. Topics discussed include threats, applications development, availability issues, security design, and application/data access control.

Domain 8 addresses cryptography. Cryptography is the use of secret codes to achieve desired levels of confidentiality and integrity. Two categories focus on: (1) cryptographic applications and uses and (2) crypto technology and implementations. Included are basic technologies, encryption systems, and key management methods.

Domain 9 addresses (computer) operations security. Computer operations security involves the controls over hardware, media and the operators with access privileges to these. Several aspects are included — notably, operator controls, hardware controls, media controls trusted system operations, trusted facility management, trusted recovery, and environmental contamination control.

Domain 10 addresses physical security. Physical security involves the provision of a safe environment for information processing activities with a focus on preventing unauthorized physical access to computing equipment. Three categories include: (1) threats and facility requirements, (2) personnel physical access control, and (3) microcomputer physical security.
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Domain 1
Access Control 


Access control, in one form or another, is considered by most information systems security professionals to be the cornerstone of their security programs. The various features of physical, technical, and administrative access control mechanisms work together to construct the security architecture so important in the protection of an organization’s critical and sensitive information assets.

The first section of Domain 1 covers “Access Control Principles and Objectives.” These are the basic considerations that must be addressed to construct and administer a successful information security plan of attack. Chapter 1-1-1, “Types of Information Security Controls” presents the three basic categories of controls as physical, technical, or administrative and further classifies them as preventive or detective. Examples and descriptions are provided to enable a visualization of their meaning and use.

Chapter 1-1-2, “Purposes of Information Security Management,” discusses the three basic purposes of information security — data and system integrity, availability, and confidentiality. Since it is important for a security professional to be familiar with the basic models developed to explain implementations of integrity and confidentiality, these principles are described in some detail.

The next section in Domain 1 is devoted to a discussion and highlighting of “Access Control Issues.” Although the use of biometrics in user identification has been around for years, new innovations continue to emerge. Understanding the potential and limitations of this important tool is necessary to avoid pitfalls in selecting, installing, and operating a biometric identification system. Chapter 1-2-1, “Biometric Identification,” contains the details that the security professional needs to effectively utilize this type of control.

Individual privacy is one of the key reasons for implementing strong access controls in an organization. These days, data bases contain extensive information about individuals that can be readily available to persons with no need for that information. As technology makes it easier to share information between data bases the ability to properly protect it becomes more difficult. Chapter 1-2-2, “When Technology and Privacy Collide,” discusses some of the major concerns in this sensitive area.

With the widespread use of client/server systems to bring computing power closer to the end user and increase efficiencies, access controls in relational data base systems becomes a major issue. Chapter 1-2-3, “Relational Data Base Access Controls Using SQL,” reviews the relational data model and the SQL language. It discusses the pitfalls of relying on discretionary access controls and provides insight to the benefits of employing mandatory access control. Since some systems contain data at different levels of sensitivity, this chapter includes a description of various architectures for creating multilevel data bases.

The third and last section in Domain 1 is called “Access Control Administration.” This topic involves the implementation and operation or use of access controls to effectively protect information resources. Key to the decision of what access controls to implement is the establishment of organization policy that provides management guidance on what to protect and to what degree. “Implementation of Access Controls,” Chapter 1-3-1, addresses the process of categorizing resources for protection and then describes the various models of access controls. Included is an examination of the administration and implementation of access controls.

One of the most difficult steps in access control administration involves the authentication of users to ensure that they are who they claim to be. In Chapter 1-3-2, “Implementing Kerberos in Distributed Systems,” the use of Kerberos — the de facto standard for authentication in large, heterogeneous network environments — is described. The pros and cons of Kerberos are discussed as well as its performance and cost factors.

Section 1-1
Access Control Principles and Objectives 

Chapter 1-1-1
Types of Information Security Controls 
Harold F. Tipton
Security is generally defined as the freedom from danger or as the condition of safety. Computer security, specifically, is the protection of data in a system against unauthorized disclosure, modification, or destruction and protection of the computer system itself against unauthorized use, modification, or denial of service. Because certain computer security controls inhibit productivity, security is typically a compromise toward which security practitioners, system users, and system operations and administrative personnel work to achieve a satisfactory balance between security and productivity.

Controls for providing information security can be physical, technical, or administrative. These three categories of controls can be further classified as either preventive or detective. Preventive controls attempt to avoid the occurrence of unwanted events, whereas detective controls attempt to identify unwanted events after they have occurred. Preventive controls inhibit the free use of computing resources and therefore can be applied only to the degree that the users are willing to accept. Effective security awareness programs can help increase users’ level of tolerance for preventive controls by helping them understand how such controls enable them to trust their computing systems. Common detective controls include audit trails, intrusion detection methods, and checksums.

Three other types of controls supplement preventive and detective controls. They are usually described as deterrent, corrective, and recovery. Deterrent controls are intended to discourage individuals from intentionally violating information security policies or procedures. These usually take the form of constraints that make it difficult or undesirable to perform unauthorized activities or threats of consequences that influence a potential intruder to not violate security (e.g., threats ranging from embarrassment to severe punishment).

Corrective controls either remedy the circumstances that allowed the unauthorized activity or return conditions to what they were before the violation. Execution of corrective controls could result in changes to existing physical, technical, and administrative controls. Recovery controls restore lost computing resources or capabilities and help the organization recover monetary losses caused by a security violation.

Deterrent, corrective, and recovery controls are considered to be special cases within the major categories of physical, technical, and administrative controls; they do not clearly belong in either preventive or detective categories. For example, it could be argued that deterrence is a form of prevention because it can cause an intruder to turn away; however, deterrence also involves detecting violations, which may be what the intruder fears most. Corrective controls, on the other hand, are not preventive or detective, but they are clearly linked with technical controls when antiviral software eradicates a virus or with administrative controls when backup procedures enable restoring a damaged data base. Finally, recovery controls are neither preventive nor detective but are included in administrative controls as disaster recovery or contingency plans.

Because of these overlaps with physical, technical, and administrative controls, the deterrent, corrective, and recovery controls are not discussed further in this chapter. Instead, the preventive and detective controls within the three major categories are examined.

PHYSICAL CONTROLS
Physical security is the use of locks, security guards, badges, alarms, and similar measures to control access to computers, related equipment (including utilities), and the processing facility itself. In addition, measures are required for protecting computers, related equipment, and their contents from espionage, theft, and destruction or damage by accident, fire, or natural disaster (e.g., floods and earthquakes)

Preventive Physical Controls
Preventive physical controls are employed to prevent unauthorized personnel from entering computing facilities (i.e., locations housing computing resources, supporting utilities, computer hard copy, and input data media) and to help protect against natural disasters. Examples of these controls include:

•  Backup files and documentation. 

•  Fences. 

•  Security guards. 

•  Badge systems. 

•  Double door systems. 

•  Locks and keys. 

•  Backup power. 

•  Biometric access controls. 

•  Site selection. 

•  Fire extinguishers. 

Backup Files and Documentation
Should an accident or intruder destroy active data files or documentation, it is essential that backup copies be readily available. Backup files should be stored far enough away from the active data or documentation to avoid destruction by the same incident that destroyed the original. Backup material should be stored in a secure location constructed of noncombustible materials, including two-hour-rated fire walls. Backups of sensitive information should have the same level of protection as the active files of this information; it is senseless to provide tight security for data on the system but lax security for the same data in a backup location.

Fences
Although fences around the perimeter of the building do not provide much protection against a determined intruder, they do establish a formal no trespassing line and can dissuade the simply curious person. Fences should have alarms or should be under continuous surveillance by guards, dogs, or TV monitors.

Security Guards
Security guards are often stationed at the entrances of facilities to intercept intruders and ensure that only authorized persons are allowed to enter. Guards are effective in inspecting packages or other hand-carried items to ensure that only authorized, properly described articles are taken into or out of the facility. The effectiveness of stationary guards can be greatly enhanced if the building is wired with appropriate electronic detectors with alarms or other warning indicators terminating at the guard station. In addition, guards are often used to patrol unattended spaces inside buildings after normal working hours to deter intruders from obtaining or profiting from unauthorized access.

Badge Systems
Physical access to computing areas can be effectively controlled using a badge system. With this method of control, employees and visitors must wear appropriate badges whenever they are in access-controlled areas. Badge-reading systems programmed to allow entrance only to authorized persons can then easily identify intruders.

Double Door Systems
Double door systems can be used at entrances to restricted areas (e.g., computing facilities) to force people to identify themselves to the guard before they can be released into the secured area. Double doors are an excellent way to prevent intruders from following closely behind authorized persons and slipping into restricted areas.

Locks and Keys
Locks and keys are commonly used for controlling access to restricted areas. Because it is difficult to control copying of keys, many installations use cipher locks (i.e., combination locks containing buttons that open the lock when pushed in the proper sequence). With cipher locks, care must be taken to conceal which buttons are being pushed to avoid a compromise of the combination.

Backup Power
Backup power is necessary to ensure that computer services are in a constant state of readiness and to help avoid damage to equipment if normal power is lost. For short periods of power loss, backup power is usually provided by batteries. In areas susceptible to outages of more than 15–30 min., diesel generators are usually recommended.

Biometric Access Controls
Biometric identification is a more sophisticated method of controlling access to computing facilities than badge readers, but the two methods operate in much the same way. Biometrics used for identification include fingerprints, handprints, voice patterns, signature samples, and retinal scans. Because biometrics cannot be lost, stolen, or shared, they provide a higher level of security than badges. Biometric identification is recommended for high-security, low-traffic entrance control.

Site Selection
The site for the building that houses the computing facilities should be carefully chosen to avoid obvious risks. For example, wooded areas can pose a fire hazard, areas on or adjacent to an earthquake fault can be dangerous and sites located in a flood plain are susceptible to water damage. In addition, locations under an aircraft approach or departure route are risky, and locations adjacent to railroad tracks can be susceptible to vibrations that can precipitate equipment problems.

Fire Extinguishers
The control of fire is important to prevent an emergency from turning into a disaster that seriously interrupts data processing. Computing facilities should be located far from potential fire sources (e.g., kitchens or cafeterias) and should be constructed of noncombustible materials. Furnishings should also be noncombustible. It is important that appropriate types of fire extinguishers be conveniently located for easy access. Employees must be trained in the proper use of fire extinguishers and in the procedures to follow should a fire break out.

Automatic sprinklers are essential in computer rooms and surrounding spaces and when expensive equipment is located on raised floors. Sprinklers are usually specified by insurance companies for the protection of any computer room that contains combustible materials. However, the risk of water damage to computing equipment is often greater than the risk of fire damage. Therefore, carbon dioxide extinguishing systems were developed; these systems flood an area threatened by fire with carbon dioxide, which suppresses fire by removing oxygen from the air. Although carbon dioxide does not cause water damage, it is potentially lethal to people in the area and is now used only in unattended areas.

Current extinguishing systems flood the area with Halon, which is usually harmless to equipment and less dangerous to personnel than carbon dioxide. At a concentration of about 10%, Halon extinguishes fire and can be safely breathed by humans. However, higher concentrations can eventually be a health hazard. In addition, the blast from releasing Halon under pressure can blow loose objects around and can be a danger to equipment and personnel. For these reasons and because of the high cost of Halon, it is typically used only under raised floors in computer rooms. Because it contains chlorofluorocarbons, it will soon be phased out in favor of a gas that is less hazardous to the environment.

Detective Physical Controls
Detective physical controls warn protective services personnel that physical security measures are being violated. Examples of these controls include:

•  Motion detectors. 

•  Smoke and fire detectors. 

•  Closed-circuit television monitors. 

•  Sensors and alarms. 

Motion Detectors
In computing facilities that usually do not have people in them, motion detectors are useful for calling attention to potential intrusions. Motion detectors must be constantly monitored by guards.

Fire and Smoke Detectors
Fire and smoke detectors should be strategically located to provide early warning of a fire. All fire detection equipment should be tested periodically to ensure that it is in working condition.

Closed-Circuit Television Monitors
Closed-circuit televisions can be used to monitor the activities in computing areas where users or operators are frequently absent. This method helps detect individuals behaving suspiciously.

Sensors and Alarms
Sensors and alarms monitor the environment surrounding the equipment to ensure that air and cooling water temperatures remain within the levels specified by equipment design. If proper conditions are not maintained, the alarms summon operations and maintenance personnel to correct the situation before a business interruption occurs.

TECHNICAL CONTROLS
Technical security involves the use of safeguards incorporated in computer hardware, operations or applications software, communications hardware and software, and related devices. Technical controls are sometimes referred to as logical controls.

Preventive Technical Controls
Preventive technical controls are used to prevent unauthorized personnel or programs from gaining remote access to computing resources. Examples of these controls include:

•  Access control software. 

•  Antivirus software. 

•  Library control systems. 

•  Passwords. 

•  Smart cards. 

•  Encryption. 

•  Dial-up access control and callback systems. 

Access Control Software
The purpose of access control software is to control sharing of data and programs between users. In many computer systems, access to data and programs is implemented by access control lists that designate which users are allowed access. Access control software provides the ability to control access to the system by establishing that only registered users with an authorized log-on ID and password can gain access to the computer system.

After access to the system has been granted, the next step is to control access to the data and programs residing in the system. The data or program owner can establish rules that designate who is authorized to use the data or program.

Antivirus Software
Viruses have reached epidemic proportions throughout the microcomputing world and can cause processing disruptions and loss of data as well as significant loss of productivity while cleanup is conducted. In addition, new viruses are emerging at an ever-increasing rate — currently about one every 48 hours. It is recommended that antivirus software be installed on all microcomputers to detect, identify, isolate, and eradicate viruses. This software must be updated frequently to help fight new viruses. In addition, to help ensure that viruses are intercepted as early as possible, antivirus software should be kept active on a system, not used intermittently at the discretion of users.

Library Control Systems
These systems require that all changes to production programs be implemented by library control personnel instead of the programmers who created the changes. This practice ensures separation of duties, which helps prevent unauthorized changes to production programs.

Passwords
Passwords are used to verify that the user of an ID is the owner of the ID. The ID-password combination is unique to each user and therefore provides a means of holding users accountable for their activity on the system.

Fixed passwords that are used for a defined period of time are often easy for hackers to compromise; therefore, great care must be exercised to ensure that these passwords do not appear in any dictionary. Fixed passwords are often used to control access to specific data bases. In this use, however, all persons who have authorized access to the data base use the same password; therefore, no accountability can be achieved.

Currently, dynamic or one-time passwords, which are different for each log-on, are preferred over fixed passwords. Dynamic passwords are created by a token that is programmed to generate passwords randomly.

Smart Cards
Smart cards are usually about the size of a credit card and contain a chip with logic functions and information that can be read at a remote terminal to identify a specific user’s privileges. Smart cards now carry prerecorded, usually encrypted access control information that is compared with data that the user provides (e.g., a personal ID number or biometric data) to verify authorization to access the computer or network.

Encryption
Encryption is defined as the transformation of plaintext (i.e., readable data) into ciphertext (i.e., unreadable data) by cryptographic techniques. Encryption is currently considered to be the only sure way of protecting data from disclosure during network transmissions.

Encryption can be implemented with either hardware or software. Software-based encryption is the least expensive method and is suitable for applications involving low-volume transmissions; the use of software for large volumes of data results in an unacceptable increase in processing costs. Because there is no overhead associated with hardware encryption, this method is preferred when large volumes of data are involved.

Dial-Up Access Control and Callback Systems
Dial-up access to a computer system increases the risk of intrusion by hackers. In networks that contain personal computers or are connected to other networks, it is difficult to determine whether dial-up access is available or not because of the ease with which a modem can be added to a personal computer to turn it into a dial-up access point. Known dial-up access points should be controlled so that only authorized dial-up users can get through.

Currently, the best dial-up access controls use a microcomputer to intercept calls, verify the identity of the caller (using a dynamic password mechanism), and switch the user to authorized computing resources as requested. Previously, call-back systems intercepted dial-up callers, verified their authorization and called them back at their registered number, which at first proved effective; however, sophisticated hackers have learned how to defeat this control using call-forwarding techniques.

Detective Technical Controls
Detective technical controls warn personnel of violations or attempted violations of preventive technical controls. Examples of these include audit trails and intrusion detection expert systems, which are discussed in the following sections.

Audit Trails
An audit trail is a record of system activities that enables the reconstruction and examination of the sequence of events of a transaction, from its inception to output of final results. Violation reports present significant, security-oriented events that may indicate either actual or attempted policy transgressions reflected in the audit trail. Violation reports should be frequently and regularly reviewed by security officers and data base owners to identify and investigate successful or unsuccessful unauthorized accesses.

Intrusion Detection Systems
These expert systems track users (on the basis of their personal profiles) while they are using the system to determine whether their current activities are consistent with an established norm. If not, the user’s session can be terminated or a security officer can be called to investigate. Intrusion detection can be especially effective in cases in which intruders are pretending to be authorized users or when authorized users are involved in unauthorized activities.

ADMINISTRATIVE CONTROLS
Administrative, or personnel, security consists of management constraints, operational procedures, accountability procedures, and supplemental administrative controls established to provide an acceptable level of protection for computing resources. In addition, administrative controls include procedures established to ensure that all personnel who have access to computing resources have the required authorizations and appropriate security clearances.

Preventive Administrative Controls
Preventive administrative controls are personnel-oriented techniques for controlling people’s behavior to ensure the confidentiality, integrity, and availability of computing data and programs. Examples of preventive administrative controls include:

•  Security awareness and technical training. 

•  Separation of duties. 

•  Procedures for recruiting and terminating employees. 

•  Security policies and procedures. 

•  Supervision. 

•  Disaster recovery, contingency, and emergency plans. 

•  User registration for computer access. 

Security Awareness and Technical Training
Security awareness training is a preventive measure that helps users to understand the benefits of security practices. If employees do not understand the need for the controls being imposed, they may eventually circumvent them and thereby weaken the security program or render it ineffective.

Technical training can help users prevent the most common security problem — errors and omissions — as well as ensure that they understand how to make appropriate backup files and detect and control viruses. Technical training in the form of emergency and fire drills for operations personnel can ensure that proper action will be taken to prevent such events from escalating into disasters.

Separation of Duties
This administrative control separates a process into component parts, with different users responsible for different parts of the process. Judicious separation of duties prevents one individual from obtaining control of an entire process and forces collusion with others in order to manipulate the process for personal gain.

Recruitment and Termination Procedures
Appropriate recruitment procedures can prevent the hiring of people who are likely to violate security policies. A thorough background investigation should be conducted, including checking on the applicant’s criminal history and references. Although this does not necessarily screen individuals for honesty and integrity, it can help identify areas that should be investigated further.

Three types of references should be obtained: (1) employment, (2) character, and (3) credit. Employment references can help estimate an individual’s competence to perform, or be trained to perform, the tasks required on the job. Character references can help determine such qualities as trustworthiness, reliability, and ability to get along with others. Credit references can indicate a person’s financial habits, which in turn can be an indication of maturity and willingness to assume responsibility for one’s own actions.

In addition, certain procedures should be followed when any employee leaves the company, regardless of the conditions of termination. Any employee being involuntarily terminated should be asked to leave the premises immediately upon notification, to prevent further access to computing resources. Voluntary terminations may be handled differently, depending on the judgment of the employee’s supervisors, to enable the employee to complete work in process or train a replacement.

All authorizations that have been granted to an employee should be revoked upon departure. If the departing employee has the authority to grant authorizations to others, these other authorizations should also be reviewed. All keys, badges, and other devices used to gain access to premises, information, or equipment should be retrieved from the departing employee. The combinations of all locks known to a departing employee should be changed immediately. In addition, the employee’s log-on IDs and passwords should be canceled, and the related active and backup files should be either deleted or reassigned to a replacement employee.

Any special conditions to the termination (e.g., denial of the right to use certain information) should be reviewed with the departing employee; in addition, a document stating these conditions should be signed by the employee. All terminations should be routed through the computer security representative for the facility where the terminated employee works to ensure that all information system access authority has been revoked.

Security Policies and Procedures
Appropriate policies and procedures are key to the establishment of an effective information security program. Policies and procedures should reflect the general policies of the organization as regards the protection of information and computing resources. Policies should cover the use of computing resources, marking of sensitive information, movement of computing resources outside the facility, introduction of personal computing equipment and media into the facility, disposal of sensitive waste, and computer and data security incident reporting. Enforcement of these policies is essential to their effectiveness.

Supervision
Often, an alert supervisor is the first person to notice a change in an employee’s attitude. Early signs of job dissatisfaction or personal distress should prompt supervisors to consider subtly moving the employee out of a critical or sensitive position.

Supervisors must be thoroughly familiar with the policies and procedures related to the responsibilities of their department. Supervisors should require that their staff members comply with pertinent policies and procedures and should observe the effectiveness of these guidelines. If the objectives of the policies and procedures can be accomplished more effectively, the supervisor should recommend appropriate improvements. Job assignments should be reviewed regularly to ensure that an appropriate separation of duties is maintained, that employees in sensitive positions are occasionally removed from a complete processing cycle without prior announcement, and that critical or sensitive jobs are rotated periodically among qualified personnel.

Disaster Recovery, Contingency, and Emergency Plans
The disaster recovery plan is a document containing procedures for emergency response, extended backup operations, and recovery should a computer installation experience a partial or total loss of computing resources or physical facilities (or of access to such facilities). The primary objective of this plan, used in conjunction with the contingency plans, is to provide reasonable assurance that a computing installation can recover from disasters, continue to process critical applications in a degraded mode, and return to a normal mode of operation within a reasonable time. A key part of disaster recovery planning is to provide for processing at an alternative site during the time that the original facility is unavailable.

Contingency and emergency plans establish recovery procedures that address specific threats. These plans help prevent minor incidents from escalating into disasters. For example, a contingency plan might provide a set of procedures that defines the condition and response required to return a computing capability to nominal operation; an emergency plan might be a specific procedure for shutting down equipment in the event of a fire or for evacuating a facility in the event of an earthquake.

User Registration for Computer Access
Formal user registration ensures that all users are properly authorized for system and service access. In addition, it provides the opportunity to acquaint users with their responsibilities for the security of computing resources and to obtain their agreement to comply with related policies and procedures.

Detective Administrative Controls
Detective administrative controls are used to determine how well security policies and procedures are complied with, to detect fraud, and to avoid employing persons that represent an unacceptable security risk. This type of control includes:

•  Security reviews and audits. 

•  Performance evaluations. 

•  Required vacations. 

•  Background investigations. 

•  Rotation of duties. 

Security Reviews and Audits
Reviews and audits can identify instances in which policies and procedures are not being followed satisfactorily. Management involvement in correcting deficiencies can be a significant factor in obtaining user support for the computer security program.

Performance Evaluations
Regularly conducted performance evaluations are an important element in encouraging quality performance. In addition, they can be an effective forum for reinforcing management’s support of information security principles.

Required Vacations
Tense employees are more likely to have accidents or make errors and omissions while performing their duties. Vacations contribute to the health of employees by relieving the tensions and anxieties that typically develop from long periods of work. In addition, if all employees in critical or sensitive positions are forced to take vacations, there will be less opportunity for an employee to set up a fraudulent scheme that depends on the employee’s presence (e.g., to maintain the fraud’s continuity or secrecy). Even if the employee’s presence is not necessary to the scheme, required vacations can be a deterrent to embezzlement because the employee may fear discovery during his or her absence.

Background Investigations
Background investigations may disclose past performances that might indicate the potential risks of future performance. Background investigations should be conducted on all employees being considered for promotion or transfer into a position of trust; such investigations should be completed before the employee is actually placed in a sensitive position. Job applicants being considered for sensitive positions should also be investigated for potential problems. Companies involved in government-classified projects should conduct these investigations while obtaining the required security clearance for the employee.

Rotation of Duties
Like required vacations, rotation of duties (i.e., moving employees from one job to another at random intervals) helps deter fraud. An additional benefit is that as a result of rotating duties, employees are cross-trained to perform each other’s functions in case of illness, vacation, or termination.

SUMMARY
Information security controls can be classified as physical, technical, or administrative. These are further divided into preventive and detective controls. Exhibit 1 lists the controls discussed in this chapter.
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Exhibit 1.  Information Security Controls

The organization’s security policy should be reviewed to determine the confidentiality, integrity, and availability needs of the organization. The appropriate physical, technical, and administrative controls can then be selected to provide the required level of information protection, as stated in the security policy.

A careful balance between preventive and detective control measures is needed to ensure that users consider the security controls reasonable and to ensure that the controls do not overly inhibit productivity. The combination of physical, technical, and administrative controls best suited for a specific computing environment can be identified by completing a quantitative risk analysis. Because this is usually an expensive, tedious, and subjective process, however, an alternative approach — referred to as meeting the standard of due care — is often used. Controls that meet a standard of due care are those that would be considered prudent by most organizations in similar circumstances or environments. Controls that meet the standard of due care generally are readily available for a reasonable cost and support the security policy of the organization; they include, at the least, controls that provide individual accountability, auditability, and separation of duties.

Chapter 1-1-2
Purposes of Information Security Management 
Harold F. Tipton
Managing computer and network security programs has become an increasingly difficult and challenging job. Dramatic advances in computing and communications technology during the past five years have redirected the focus of data processing from the computing center to the terminals in individual offices and homes. The result is that managers must now monitor security on a more widely dispersed level. These changes are continuing to accelerate, making the security manager’s job increasingly difficult.

The information security manager must establish and maintain a security program that ensures three requirements: the confidentiality, integrity, and availability of the company’s information resources. Some security experts argue that two other requirements may be added to these three: utility and authenticity (i.e., accuracy). In this discussion, however, the usefulness and authenticity of information are addressed within the context of the three basic requirements of security management.

CONFIDENTIALITY
Confidentiality is the protection of information in the system so that unauthorized persons cannot access it. Many believe this type of protection is of most importance to military and government organizations that need to keep plans and capabilities secret from potential enemies. However, it can also be significant to businesses that need to protect proprietary trade secrets from competitors or prevent unauthorized persons from accessing the company’s sensitive information (e.g., legal, personnel, or medical information). Privacy issues, which have received an increasing amount of attention in the past few years, place the importance of confidentiality on protecting personal information maintained in automated systems by both government agencies and private-sector organizations.

Confidentiality must be well defined, and procedures for maintaining confidentiality must be carefully implemented, especially for standalone computers. A crucial aspect of confidentiality is user identification and authentication. Positive identification of each system user is essential to ensuring the effectiveness of policies that specify who is allowed access to which data items.

Threats to Confidentiality
Confidentiality can be compromised in several ways. The following are some of the most commonly encountered threats to information confidentiality:

•  Hackers. 

•  Masqueraders. 

•  Unauthorized user activity. 

•  Unprotected downloaded files. 

•  Local area networks (LANs). 

•  Trojan horses. 

Hackers
A hacker is someone who bypasses the system’s access controls by taking advantage of security weaknesses that the systems developers have left in the system. In addition, many hackers are adept at discovering the passwords of authorized users who fail to choose passwords that are difficult to guess or not included in the dictionary. The activities of hackers represent serious threats to the confidentiality of information in computer systems. Many hackers have created copies of inadequately protected files and placed them in areas of the system where they can be accessed by unauthorized persons.

Masqueraders
A masquerader is an authorized user of the system who has obtained the password of another user and thus gains access to files available to the other user. Masqueraders are often able to read and copy confidential files. Masquerading is a common occurrence in companies that allow users to share passwords.

Unauthorized User Activity
This type of activity occurs when authorized system users gain access to files that they are not authorized to access. Weak access controls often enable unauthorized access, which can compromise confidential files.

Unprotected Downloaded Files
Downloading can compromise confidential information if, in the process, files are moved from the secure environment of a host computer to an unprotected microcomputer for local processing. While on the microcomputer, unattended confidential information could be accessed by authorized users.

Local Area Networks
LANs present a special confidentiality threat because data flowing through a LAN can be viewed at any node of the network, whether or not the data is addressed to that node. This is particularly significant because the unencrypted user IDs and secret passwords of users logging on to the host are subject to compromise as this data travels from the user’s node through the LAN to the host. Any confidential information not intended for viewing at every node should be protected by encryption.

Trojan Horses
Trojan horses can be programmed to copy confidential files to unprotected areas of the system when they are unknowingly executed by users who have authorized access to those files. Once executed, the Trojan horse becomes resident on the user’s system and can routinely copy confidential files to unprotected resources.

Confidentiality Models
Confidentiality models are used to describe what actions must be taken to ensure the confidentiality of information. These models can specify how security tools are used to achieve the desired level of confidentiality.

The most commonly used model for describing the enforcement of confidentiality is the Bell-LaPadula model. It defines the relationships between objects (i.e., the files, records, programs, and equipment that contain or receive information) and subjects (i.e., the persons, processes, or devices that cause information to flow between the objects). The relationships are described in terms of the subject’s assigned level of access or privilege and the object’s level of sensitivity. In military terms, these would be described as the security clearance of the subject and security classification of the object.

Subjects access objects to read, write, or read and write information. The Bell-LaPadula model enforces the lattice principle, which specifies that subjects are allowed write access to objects at the same or higher level as the subject, read access to objects at the same or lower level, and read/write access to only those objects at the same level as the subject. This prevents the ability to write higher-classified information into a lower-classified file or to disclose higher-classified information to a lower-classified individual. Because an object’s level indicates the security level of data it contains, all the data within a single object must be at the same level. This type of model is called flow model, because it ensures that information at a given security level flows only to an equal or higher level.

Another type of model that is commonly used is the access control model, which organizes a system into objects (i.e., resources being acted on), subjects (i.e., the persons or programs doing the action), and operations (i.e., the process of the interaction). A set of rules specifies which operations can be performed on an object by which subjects. This type of model has the additional benefit of ensuring the integrity of information as well as the confidentiality; the flow model supports only confidentiality.

Implementing Confidentiality Models
The trusted system criteria provide the best guidelines for implementing confidentiality models. These criteria were developed by the National Computer Security Center and are published in the Department of Defense Trusted Computer System Evaluation Criteria (commonly referred to as the Orange Book), which discusses information confidentiality in considerable detail. In addition, the National Computer Security Center has developed a Trusted Network Interpretation that applies the Orange Book criteria to networks; the network interpretation is described in the Trusted Network Interpretation of the Trusted Computer System Evaluation Criteria (commonly referred to as the Red Book). 

INTEGRITY
Integrity is the protection of system data from intentional or accidental unauthorized changes. The challenge of the security program is to ensure that data is maintained in the state that users expect. Although the security program cannot improve the accuracy of data that is put into the system by users, it can help ensure that any changes are intended and correctly applied.

An additional element of integrity is the need to protect the process or program used to manipulate the data from unauthorized modification. A critical requirement of both commercial and government data processing is to ensure the integrity of data to prevent fraud and errors. It is imperative, therefore, that no user be able to modify data in a way that might corrupt or lose assets or financial records or render decision-making information unreliable. Examples of government systems in which integrity is crucial include air traffic control systems, military fire control systems (which control the firing of automated weapons), and Social Security and welfare systems. Examples of commercial systems that require a high level of integrity include medical prescription systems, credit reporting systems, production control systems, and payroll systems.

As with the confidentiality policy, identification and authentication of users are key elements of the information integrity policy. Integrity depends on access controls; therefore, it is necessary to positively and uniquely identify all persons who attempt access.

Protecting Against Threats to Integrity
Like confidentiality, integrity can be compromised by hackers, masqueraders, unauthorized user activity, unprotected downloaded files, LANs, and unauthorized programs (e.g., Trojan horses and viruses), because each of these threats can lead to unauthorized changes to data or programs. For example, authorized users can corrupt data and programs accidentally or intentionally if their activities on the system are not properly controlled.

Three basic principles are used to establish integrity controls:

1.  granting access on a need-to-know basis, 

2.  separation of duties, 

3.  rotation of duties. 

Need-to-Know Access
Users should be granted access only to those files and programs that they need in order to perform their assigned job functions. User access to production data or source code should be further restricted through use of well-formed transactions, which ensure that users can change data only in controlled ways that maintain the integrity of data. A common element of well-formed transactions is the recording of data modifications in a log that can be reviewed later to ensure that only authorized and correct changes were made. To be effective, well-formed transactions must ensure that data can be manipulated only by a specific set of programs. These programs must be inspected for proper construction, installation, and controls to prevent unauthorized modification.

Because users must be able to work efficiently, access privileges should be judiciously granted to allow sufficient operational flexibility; need-to-know access should enable maximum control with minimum restrictions on users. The security program must employ a careful balance between ideal security and practical productivity.

Separation of Duties
To ensure that no single employee has control of a transaction from beginning to end, two or more people should be responsible for performing it — for example, anyone allowed to create or certify a well-formed transaction should not be allowed to execute it. Thus, a transaction cannot be manipulated for personal gain unless all persons responsible for it participate.

Rotation of Duties
Job assignments should be changed periodically so that it is more difficult for users to collaborate to exercise complete control of a transaction and subvert it for fraudulent purposes. This principle is effective when used in conjunction with a separation of duties. Problems in effectively rotating duties usually appear in organizations with limited staff resources and inadequate training programs.

Integrity Models
Integrity models are used to describe what needs to be done to enforce the information integrity policy. There are three goals of integrity, which the models address in various ways:

1.  Preventing unauthorized users from making modifications to data or programs. 

2.  Preventing authorized users from making improper or unauthorized modifications. 

3.  Maintaining internal and external consistency of data and programs. 

The first step in creating an integrity model for a system is to identify and label those data items for which integrity must be ensured. Two procedures are then applied to these data items. The first procedure verifies that the data items are in a valid state (i.e., they are what the users or owners believe them to be because they have not been changed). The second procedure is the transformation procedure or well-formed transaction, which changes the data items from one valid state to another. If only a transformation procedure is able to change data items, the integrity of the data is maintained. Integrity enforcement systems usually require that all transformation procedures be logged, to provide an audit trail of data item changes.

Another aspect of preserving integrity relates to the system itself rather than only the data items in the system. The system must perform consistently and reliably — that is, it must always do what the users or owners expect it to do.

National Computer Security Center Report 79–91, “Integrity in Automated Information Systems” (September 1991), discusses several integrity models. Included are five models that suggest different approaches to achieving integrity:

1.  Biba, 

2.  Goguen-Meseguer, 

3.  Sutherland, 

4.  Clark-Wilson, 

5.  Brewer-Nash. 

The Biba Model
The first model to address integrity in computer systems was based on a hierarchical lattice of integrity levels defined by Biba in 1977. The Biba integrity model is similar to the Bell-LaPadula model for confidentiality in that it uses subjects and objects; in addition, it controls object modification in the same way that Bell-LaPadula controls disclosure.

Biba’s integrity policy consists of three parts. The first part specifies that a subject cannot execute objects that have a lower level of integrity than the subject. The second part specifies that a subject cannot modify objects that have a higher level of integrity. The third part specifies that a subject may not request service from subjects that have a higher integrity level.

The Goguen-Meseguer Model
The Goguen-Meseguer model, published in 1982, is based on the mathematical principle governing automatons (i.e., a control mechanism designed to automatically follow a predetermined sequence of operations or respond to encoded instructions) and includes domain separation. In this context, a domain is the list of objects that a user can access; users can be grouped according to their defined domains. Separating users into different domains ensures that users cannot interfere with each other’s activities. All the information about which activities users are allowed to perform is included in a capabilities table.

In addition, the system contains information not related to permissions (e.g., user programs, data, and messages). The combination of all this information is called the state of the system. The automaton theory used as a basis for this model predefines all of the states and transitions between states, which prevents unauthorized users from making modifications to data or programs.

The Sutherland Model
The Sutherland model, published in 1986, approaches integrity by focusing on the problem of inference (i.e., the use of covert channels to influence the results of a process). This model is based on a state machine and consists of a set of states, a set of possible initial states, and a transformation function that maps states from the initial state to the current state.

Although the Sutherland model does not directly invoke a protection mechanism, it contains access restrictions related to subjects and information flow restrictions between objects. Therefore, it prevents unauthorized users from modifying data or programs.

The Clark-Wilson Model
The Clark-Wilson model, published in 1987 and updated in 1989, involves two primary elements for achieving data integrity — the well-formed transaction and separation of duties. Well-formed transactions, as previously mentioned, prevent users from manipulating data, thus ensuring the internal consistency of data. Separation of duties prevents authorized users from making improper modifications, thus preserving the external consistency of data by ensuring that data in the system reflects the real-world data it represents.

The Clark-Wilson model differs from the other models that are subject and object oriented by introducing a third access element — programs — resulting in what is called an access triple, which prevents unauthorized users from modifying data or programs. In addition, this model uses integrity verification and transformation procedures to maintain internal and external consistency of data. The verification procedures confirm that the data conforms to the integrity specifications at the time the verification is performed. The transformation procedures are designed to take the system from one valid state to the next. The Clark-Wilson model is believed to address all three goals of integrity.

The Brewer-Nash Model
The Brewer-Nash model, published in 1989, uses basic mathematical theory to implement dynamically changing access authorizations. This model can provide integrity in an integrated data base. In addition, it can provide confidentiality of information if the integrated data base is shared by competing companies; subjects can access only those objects that do not conflict with standards of fair competition.

Implementation involves grouping data sets into discrete classes, each class representing a different conflict of interest (e.g., classified information about a company is not made available to a competitor). Assuming that a subject initially accesses a data set in each of the classes, the subject would be prevented from accessing any other data set in each class. This isolation of data sets within a class provides the capability to keep one company’s data separate from a competitor’s in an integrated data base, thus preventing authorized users from making improper modifications to data outside their purview.

Implementing Integrity Models
The integrity models may be implemented in various ways to provide the integrity protection specified in the security policy. National Computer Security Center Report 79–91 discusses several implementations, including those by Lipner, Boebert and Kain, Lee and Shockley, Karger, Jueneman, and Gong. These six implementations are discussed in the following sections.

The Lipner Implementation
The Lipner implementation, published in 1982, describes two ways of implementing integrity. One uses the Bell-LaPadula confidentiality model, and the other uses both the Bell-LaPadula model and the Biba integrity model. Both methods assign security levels and functional categories to subjects and objects. For subjects, this translates into a person’s clearance level and job function (e.g., user, operator, applications programmer, or systems programmer). For objects, the sensitivity of the data or program and its functions (e.g., test data, production data, application program, or system program) are defined.

Lipner’s first method, using only Bell-LaPadula model, assigns subjects to one of two sensitivity levels — system manager and anyone else — and to one of four job categories. Objects (i.e., file types) are assigned specific levels and categories. Most of the subjects and objects are assigned the same level; therefore, categories become the most significant integrity (i.e., access control) mechanism. The applications programmers, systems programmers, and users are confined to their own domains according to their assigned categories, thus preventing unauthorized users from modifying data.

Lipner’s second method combines Biba’s integrity model with the Bell-LaPadula basic security implementation. This combination of models helps prevent contamination of high-integrity data by low-integrity data or programs. The assignment of levels and categories to subjects and objects remains the same as for Lipner’s first method. Integrity levels are used to avoid the unauthorized modification of system programs; integrity categories are used to separate domains that are based on functional areas (e.g., production or research and development). This method prevents unauthorized users from modifying data and prevents authorized users from making improper data modifications.

Lipner’s methods were the first to separate objects into data and programs. The importance of this concept becomes clear when viewed in terms of implementing the Clark-Wilson integrity model; because programs allow users to manipulate data, it is necessary to control which programs a user may access and which objects a program can manipulate.

The Boebert and Kain Implementations
Boebert and Kain independently proposed (in 1985 and 1988, respectively) implementations of the Goguen-Meseguer integrity model. This implementation uses a subsystem that cannot be bypassed; the actions performed on this subsystem cannot be undone and must be correct. This type of subsystem is featured in the system’s logical coprocessor kernel, which checks every access attempt to ensure that the access is consistent with the security policy being invoked.

Three security attributes are related to subjects and objects in this implementation. First, subjects and objects are assigned sensitivity levels. Second, subjects are identified according to the user in whose behalf the subject is acting, and objects are identified according to the list of users who can access the object and the access rights users can execute. Third, the domain (i.e., subsystem) that the program is a part of is defined for subjects, and the object type is defined according to the information contained within the object.

When the system must determine the kind of access a subject is allowed, all three of these security attributes are used. Sensitivity levels of subjects and objects are compared to enforce the mandatory access control policy. To enforce discretionary access control, the access control lists are checked. Finally, access rights are determined by comparing the subject domain with the object type.

By isolating the action rather than the user, the Boebert and Kain implementation ensures that unauthorized users cannot modify data. The use of domains requires that actions be performed in only one location and in only one way; a user who cannot access the domain cannot perform the action.

The Lee and Shockley Implementations
In 1988, Lee and Shockley independently developed implementations of the Clark-Wilson integrity model using Biba’s integrity categories and trusted subjects. Both of these implementations were based on sensitivity levels constructed from independent elements. Each level represents a sensitivity to disclosure and a sensitivity to modification.

Data is manipulated by certified transactions, which are trusted subjects. The trusted subject can transform data from a specific input type to a specific output type. The Biba lattice philosophy is implemented so that a subject may not read above its level in disclosure or below its level in integrity. Every subject and object has both disclosure and integrity levels for use in this implementation. The Lee and Shockley implementations prevent unauthorized users from modifying data.

The Karger Implementation
In 1988, Karger proposed another implementation of the Clark-Wilson integrity model, augmenting it with his secure capabilities architecture (developed in 1984) and a generic lattice security model. In this implementation, audit trails play a much more prominent part in the enforcement of security than in other implementations. The capabilities architecture combined with access control lists that represent the security lattice provide for improved flexibility in implementing integrity.

In addition, the Karger implementation requires that the access control lists contain the specifics of the Clark-Wilson triples (i.e., the names of the subjects and objects the user is requesting access to and the names of the programs that provide the access), thereby enabling implementation of static separation of duties. Static separation of duties prevents unauthorized users from modifying data and prevents authorized users from making improper modifications.

The part of Karger’s implementation that uses capabilities with access control lists limits actions to particular domains. The complex access control lists not only contain the triples but specify the order in which the transactions must be executed. These lists are used with audit-based capabilities to enforce dynamic separation of duties.

The Karger implementation provides three levels of integrity protection. First, triples in the access control lists allow for basic integrity (i.e., static separation of duties). Second, the capabilities architecture can be used with access control lists to provide faster access and domain separation. Third, access control lists and the capabilities architecture support both dynamic separation of duties and well-formed transactions.

The Jueneman Implementation
In 1989, Jueneman proposed a defensive detection implementation for use on dynamic networks of interconnected trusted computers communicating through unsecured media. This implementation was based on mandatory and discretionary access controls, encryption, checksums, and digital signatures. It prevents unauthorized users from modifying data.

The control mechanisms in this implementation support the philosophy that the originator of an object is responsible for its confidentiality and that the recipient is responsible for its integrity in a network environment. The mandatory access controls prevent unauthorized modification within the trusted computers and detect modifications external to the trusted computers. The discretionary access controls prevent the modification, destruction, or renaming of an object by a user who qualifies under mandatory control but lacks the owner’s permission to access the object. The encryption mechanism is used to avoid unauthorized disclosure of the object. The encryption mechanism is used to avoid unauthorized disclosure of the object. Checksums verify that the communication received is the communication that was sent, and digital signatures are evidence of the source of the communication.

The Gong Implementation
The Gong implementation, developed in 1989, is an identity-based and capability-oriented security system for distributed systems in a network environment. Capabilities identify each object and specify the access rights (i.e., read, write and update) to be allowed each subject that is authorized access. Access authorizations are provided in an access list.

The Gong implementation consists of subjects (i.e., users), objects, object servers, and a centralized access control server. The access control server contains the access control lists, and the object server contains the capability controls for each object.

This implementation is very flexible because it is independent of the protection policy (i.e., the Bell-LaPadula disclosure lattice, the Biba integrity lattice, the Clark-Wilson access triples, or the Lee-Shockley nonhierarchical categories). The Gong implementation can be used to prevent unauthorized users from modifying data and to prevent authorized users from making unauthorized modifications.

AVAILABILITY
Availability is the assurance that a computer system is accessible by authorized users whenever needed. Two facets of availability are typically discussed:

1.  Denial of service. 

2.  Loss of data processing capabilities as a result of natural disasters (e.g., fires, floods, storms, or earthquakes) or human actions (e.g., bombs or strikes). 

Denial of service usually refers to actions that tie up computing services in a way that renders the system unusable by authorized users. For example, the Internet worm overloaded about 10% of the computer systems on the network, causing them to be nonresponsive to the needs of users.

The loss of data processing capabilities as a result of natural disasters or human actions is perhaps more common. Such losses are countered by contingency planning, which helps minimize the time that a data processing capability remains unavailable. Contingency planning — which may involve business resumption planning, alternative-site processing, or simply disaster recovery planning — provides an alternative means of processing, thereby ensuring availability.

Physical, technical, and administrative issues are important aspects of security initiatives that address availability. The physical issues include access controls that prevent unauthorized persons from coming into contact with computing resources, various fire and water control mechanisms, hot and cold sites for use in alternative-site processing, and off-site backup storage facilities. The technical issues include fault-tolerance mechanisms (e.g., hardware redundancy, disk mirroring, and application checkpoint restart), electronic vaulting (i.e., automatic backup to a secure, off-site location), and access control software to prevent unauthorized users from disrupting services. The administrative issues include access control policies, operating procedures, contingency planning, and user training. Although not obviously an important initiative, adequate training of operators, programmers, and security personnel can help avoid many computing stages that result in the loss of availability. In addition, availability can be restricted if a security office accidentally locks up an access control data base during routine maintenance, thus preventing authorized users access for an extended period of time.

Considerable effort is being devoted to addressing various aspects of availability. For example, significant research has focused on achieving more fault-tolerant computing. Another sign that availability is a primary concern is that increasing investments are being made in disaster recovery planning combined with alternative-site processing facilities. Investments in antiviral products are escalating as well; denial of service associated with computer viruses, Trojan horses, and logic bombs is one of today’s major security problems.

Known threats to availability can be expected to continue. New threats may emerge as technology evolves, making it quicker and easier for users to share information resources with other users, often at remote locations.

SUMMARY
The three basic purposes of security management — integrity, confidentiality, and availability — are present in all systems. Whether a system emphasizes one or the other of these purposes depends on the functions performed by the applications. For example, air traffic control systems do not require a high level of information confidentiality; however, a high degree of integrity is crucial to avoid disastrous misguiding of aircraft, and availability is important to avoid disruption of air traffic services.

Automobile companies, on the other hand, often go to extreme lengths to protect the confidentiality of new designs, whereas integrity and availability are of lesser concern. Military weapons systems also must have a high level of confidentiality to avoid enemy compromise. In addition, they must provide high levels of integrity (to ensure reliability) and availability (to ensure that the system operates as expected when needed).

Historically, confidentiality has received the most attention, probably because of its importance in military and government applications. As a result, capabilities to provide confidentiality in computer systems are considerably more advanced than those providing integrity or availability. Significant research efforts have recently been focused on the integrity issue. Still, little attention has been paid to availability, with the exception of building fault tolerance into vendor products and including hot and cold sites for backup processing in disaster recovery planning.

The combination of integrity, availability, and confidentiality in appropriate proportions to support the organization’s goals can provide users with a trustworthy system — that is, users can trust it will consistently perform according to their expectations. Trustworthiness has a broader definition than security in that it combines security with safety and reliability as well as the protection of privacy (which is already considered to be a part of security). In addition, many of the mechanisms that provide security also make systems more trustworthy in general. These multipurpose safeguards should be exploited to the extent practicable.

Section 1-2
Access Control Issues 
Chapter 1-2-1
Biometric Identification 
Donald R. Richards
Envision a day when the door to a secured office building can be opened by using an automated system for identification based on a person’s physical presence, even though that person left his or her ID or access card on the kitchen counter at home. Imagine ticket-less airline travel, whereby a person can enter the aircraft based on a positive identification verified biometrically at the gateway. Picture getting into a car, starting the engine by flipping down the driver’s visor, and glancing into the mirror and driving away, secure in the knowledge that only authorized individuals can make the vehicle operate.

The day when these actions are routine is rapidly approaching. Actually, implementation of fast, accurate, reliable, and user-acceptable biometric identification systems is already underway. Societal behavior patterns result in ever-increasing requirements for automated positive identification systems, and these are growing even more rapidly. The potential applications for these systems are limited only by a person’s imagination. Performance claims cover the full spectrum from realistic to incredible. System implementation problems with these new technologies have been predictably high. User acceptance obstacles are on the rise. Security practitioners contemplating use of these systems are faced with overwhelming amounts of often contradictory information provided by manufacturers and dealers.

This chapter provides the security professional with the knowledge necessary to avoid potential pitfalls in selecting, installing, and operating a biometric identification system. The characteristics of these systems are introduced in sufficient detail to enable determination as to which are most important for particular applications. Historical problems experienced in organizational use of biometric systems are also discussed. Finally, the specific technologies available in the marketplace are described, including the data acquisition process, enrollment procedure, data files, user interface actions, speed, anticounterfeit information, accuracy, and unique system aspects.

BACKGROUND AND HISTORY LEADING TO BIOMETRIC DEVELOPMENT
Since the early days of mankind, humans have struggled with the problem of protecting their assets. How can unauthorized persons effectively and efficiently be prevented from making off with the things that are considered valuable, even a cache of food? Of course, the immediate solution then, as it has always been for the highest-value assets, was to post a guard. Then, as now, it was realized that the human guard is an inefficient and sometimes ineffective method of protecting resources.

The creation of a securable space, for example, a room with no windows or other openings except a sturdy door, was a step in the right direction. From there, the addition of the lock and key was a small, but very effective move, which enabled the removal of the continuous guard. Those with authorized access to the protected assets were given keys, which was the beginning of the era of identification of authorized persons based on the fact that they had such keys. Over centuries, locks and keys were successively improved to provide better security. The persistent problem was lost and stolen keys. When these events occurred, the only solution was the replacement of the lock (later just the cylinder) and of all keys, which was time-consuming and expensive.

The next major breakthrough was the advent of electronic locks, controlled by cardreaders with plastic cards as keys. This continued the era of identification of authorized persons based on things that they had (e.g., coded plastic cards). The great advancement was the ability to electronically remove the ability of lost or stolen (key) cards to unlock the door. Therefore, no locks or keys had to be changed, with considerable savings in time and cost. However, as time passed, experience proved that assets were sometimes removed before authorized persons even realized that their cards had been lost or stolen.

The addition of a Personal Identification Number (PIN) keypad to the cardreader was the solution to the unreported lost or stolen card problem. Thus began the era of identification of authorized persons based on things they had and on things they knew (e.g., a PIN). This worked well until the “bad guys” figured out that most people chose PINs that were easy for them to remember such as birthdays, anniversaries, or other numbers significant in their lives. With a lost or stolen card, and a few trials, “bad guys” were sometimes successful in guessing the correct PIN and accessing the protected area.

The obvious solution was to use only random numbers as PINs, which solved the problem of PINs being guessed or found through trial and error. However, the difficulty in remembering random numbers caused another predictable problem. PINs (and passwords) were written on pieces of paper, post-it-notes, driver’s licenses, blotters, bulletin boards, computers, or wherever they were convenient to find when needed. Sometimes they have been written on the access cards themselves. In addition, because it is often easy to observe PINs being entered, “bad guys” planning a theft were sometimes able to obtain the number prior to stealing the associated card. These scenarios demonstrate that cardreaders, even those with PINs, cannot positively authenticate the identity of persons with authorized entry.

The only way to be truly positive in authenticating identity for access is to base the authentication on the physical attributes of the persons themselves (i.e., biometric identification). Because most identity authentication requirements take place when persons are fully clothed (neck to feet and wrists), the parts of the body conveniently available for this purpose are the hands, face, and eyes.
Biometric Development
Once it became apparent that truly positive identification could only be based on the physical attributes of the person, two questions had to be answered. First, what part of the body could be used? Second, how could identification be accomplished with sufficient accuracy, reliability, and speed so as to be viable in field performance? However, had the pressures demanding automated personal identification not been rising rapidly at the highest levels (making necessary resources and funds available), this research would not have occurred.

At the time, the only measurable characteristic associated with the human body that was universally accepted as a positive identifier was the fingerprint. Contact data collected using special inks, dusting powders, and tape, for example, are matched by specially trained experts. Uniquely positioned whorls, ridge endings, and bifurcations were located and compared against templates. A sensor capable of reading a print made by a finger pressed against a piece of glass was required. Matching the collected print against a stored template is a classic computer task. Fortuitously, at the time these identification questions were being asked, computer processing capabilities and speed were increasing rapidly, while size and cost were falling. Had this not been the case, even the initial development of biometric systems would not have taken place. It has taken an additional 25 years of computer and biometric advancement, and cost reduction, for biometrics to achieve widespread acceptability and field proliferation.

Predictably, the early fingerprint-identifying verification systems were not successful in the marketplace, but not because they could not do what they were designed to do. They did. Key problems were the slow decision speed and the lack of ability to detect counterfeit fingerprints. Throughput of two to three persons per minute results in waiting lines, personal frustration, and lost productive time. Failure to detect counterfeit input (i.e., rubber fingers, photo images) can result in false acceptance of impostors.

Continued comprehensive research and development and advancements in sensing and data processing technologies enabled production of systems acceptable in field use. Even these systems were not without problems, however. Some systems required high levels of maintenance and adjustment for reliable performance. Some required lengthy enrollment procedures. Some required data templates of many thousands of bytes, requiring large amounts of expensive storage media and slowing processing time. Throughput was still relatively slow (though acceptable). Accuracy rates (i.e., false accept and mostly false reject) were higher than would be acceptable today. However, automated biometric identifying verification systems were now performing needed functions in the field.

The value of fast, accurate, and reliable biometric identity verification was rapidly recognized, even if it was not yet fully available. Soon, the number of organized biometric research and development efforts exceeded 20. Many were fingerprint spinoffs: thumb print; full finger print; finger pattern (i.e., creases on the underside of the finger); and palm print. Hand topography (i.e., the side-view elevations of the parts of the hand placed against a flat surface) proved not sufficiently unique for accurate verification, but combined with a top view of the hand (i.e., hand geometry) it became one of the most successful systems in the field. Two-finger geometry is a recently marketed variation.

Other technologies that have achieved at least some degree of market acceptance include voice patterns, retina scan (i.e., the blood-vessel pattern inside the eyeball), signature dynamics (i.e., the speed, direction, and pressure of pen strokes), and iris recognition (i.e., the pattern of features in the colored portion of the eye around the pupil). Others that have reached the market, but have not remained, include keystroke dynamics (i.e., the measurable pattern of speed and time in typing words) and signature recognition (i.e., matching). Other physical characteristics that have been and are currently being investigated as potential biometric identifiers include finger length (though not sufficiently unique), wrist veins (underside), hand veins (back of the hand), knuckle creases (when grasping a bar), fingertip structure (blood vessel pattern under the skin), finger sections (between first and second joint), ear shape, and lip shape. One organization has been spending significant amounts investigating biometric identification based on body odor.

Another biometric identifying verification area receiving significant attention (and funding) is facial recognition. This partially results from the ease of acquiring facial images with standard video technology and from the perceived high payoff to be enjoyed by a successful facial recognition system. Facial thermography (i.e., heat patterns of the facial tissue) is an expensive variation because of high camera cost.

The history of the development of biometric identifying verification systems is far from complete. Entrepreneurs continue to see rich rewards for faster, more accurate, and reliable technology, and advanced development will continue. However, advancements are expected to be improvements or variations of current technologies. These will be associated with the hands, eyes, and face for the “what we are” systems and the voice and signature for the “what we do” systems.

CHARACTERISTICS OF BIOMETRIC SYSTEMS
These are the important factors necessary for any effective biometric system: accuracy, speed and throughput rate, acceptability to users, uniqueness of the biometric organ and action, resistance to counterfeiting, reliability, data storage requirements, enrollment time, intrusiveness of data collection, and subject and system contact requirements.

Accuracy
Accuracy is the most critical characteristic of a biometric identifying verification system. If the system cannot accurately separate authentic persons from impostors, it should not even be termed a biometric identification system.

False Reject Rate
The rate, generally stated as a percentage, at which authentic, enrolled persons are rejected as unidentified or unverified persons by a biometric system is termed the false reject rate. False rejection is sometimes called a Type I error. In access control, if the requirement is to keep the “bad guys” out, false rejection is considered the least important error. However, in other biometric applications, it may be the most important error. When used by a bank or retail store to authenticate customer identity and account balance, false rejection means that the transaction or sale (and associated profit) is lost, and the customer becomes upset. Most bankers and retailers are willing to allow a few false accepts as long as there are no false rejects.

False rejections also have a negative effect on throughput, frustrations, and unimpeded operations, because they cause unnecessary delays in personnel movements. An associated problem that is sometimes incorrectly attributed to false rejection is failure to acquire. Failure to acquire occurs when the biometric sensor is not presented with sufficient usable data to make an authentic or impostor decision. Examples include smudged prints on a fingerprint system, improper hand positioning on a hand geometry system, improper alignment on a retina or iris system, or mumbling on a voice system. Subjects cause failure to acquire problems, either accidentally or on purpose.

False Accept Rate
The rate, generally stated as a percentage, at which unenrolled or impostor persons are accepted as authentic, enrolled persons by a biometric system is termed the false accept rate. False acceptance is sometimes called a Type II error. This is usually considered to be the most important error for a biometric access control system.

Crossover Error Rate (CER)
This is also called the equal error rate and is the point, generally stated as a percentage, at which the false rejection rate and the false acceptance rate are equal. This has become the most important measure of biometric system accuracy.

All biometric systems have sensitivity adjustment capability. If false acceptance is not desired, the system can be set to require (nearly) perfect matches of enrollment data and input data. If tested in this configuration, the system can truthfully be stated to achieve a (near) zero false accept rate. If false rejection is not desired, this system can be readjusted to accept input data that only approximate a match with enrollment data. If tested in this configuration, the system can be truthfully stated to achieve a (near) zero false rejection rate. However, the reality is that biometric systems can operate on only one sensitivity setting at a time.

The reality is also that when system sensitivity is set to minimize false acceptance, closely matching data will be spurned, and the false rejection rate will go up significantly. Conversely, when system sensitivity is set to minimize false rejects, the false acceptance rate will go up notably. Thus, the published (i.e., truthful) data tell only part of the story. Actual system accuracy in field operations may even be less than acceptable. This is the situation that created the need for a single measure of biometric system accuracy.

The crossover error rate (CER) provides a single measurement that is fair and impartial in comparing the performance of the various systems. In general, the sensitivity setting that produces the equal error will be close to the setting that will be optimal for field operation of the system. A biometric system that delivers a CER of 2% will be more accurate than a system with a CER of 5%.

Speed and Throughput Rate
The speed and throughput rate are the most important biometric system characteristics. Speed is often related to the data processing capability of the system and is stated as how fast the accept or reject decision is annunciated. In actuality, it relates to the entire authentication procedure: stepping up to the system; inputting the card or PIN (if a verification system); input of the physical data by inserting a hand or finger, aligning an eye, speaking access words, or signing a name; processing and matching of data files; annunciation of the accept or reject decision; and, if a portal system, movement through and closing the door.

Generally accepted standards include a system speed of 5 seconds from startup through decision annunciation. Another standard is a portal throughput rate of 6 to 10/minute, which equates to 6 to 10 seconds/person through the door. Only in recent years have biometric systems become capable of meeting these speed standards, and, even today, some marketed systems do not maintain this rapidity. Slow speed and the resultant waiting lines and movement delays have frequently caused the removal of biometric systems and even the failure of biometric companies.

Acceptability to Users
System acceptability to the people who must use it has been a little noticed but increasingly important factor in biometric identification operations. Initially, when there were few systems, most were of high security and the few users had a high incentive to use the systems; user acceptance was of little interest. In addition, little user threat was seen in fingerprint and hand systems.

Biometric system acceptance occurs when those who must use the system — organizational managers and any union present — all agree that there are assets that need protection, the biometric system effectively controls access to these assets, system usage is not hazardous to the health of the users, system usage does not inordinately impede personnel movement and cause production delays, and the system does not enable management to collect personal or health information about the users. Any of the parties can effect system success or removal. Uncooperative users will overtly or covertly compromise, damage, or sabotage system equipment. The cost of union inclusion of the biometric system in their contracts may become too costly. Moreover, management has the final decision on whether the biometric system benefits outweigh its liabilities.

Uniqueness of Biometric Organ and Action
Because the purpose of biometric systems is positive identification of personnel, some organizations (e.g., elements of the government) are specifying systems based only on a unique (i.e., no duplicate in the world) physical characteristic. The rationale is that when the base is a unique characteristic, a file match is a positive identification rather than a statement of high probability that this is the right person. Only three physical characteristics or human organs used for biometric identification are unique: the fingerprint, the retina of the eye (i.e., the blood-vessel pattern inside the back of the eyeball), and the iris of the eye (i.e., random pattern of features in the colored portion of the eye surrounding the pupil). These features include freckles, rings, pits, striations, vasculature, coronas, and crypts.

Resistance to Counterfeiting
The ability to detect or reject counterfeit input data is vital to a biometric access control system meeting high security requirements. These include use of rubber, plastic, or even hands or fingers of the deceased in hand or fingerprint systems, and mimicked or recorded input to voice systems. Entertainment media, such as the James Bond or Terminator films, have frequently shown security system failures when the heads or eyes of deceased (i.e., authentic) persons were used to gain access to protected assets or information. Because most of the early biometric identifying verification systems were designed for high security access control applications, failure to detect or reject counterfeit input data was the reason for several system or organization failures. Resistance to counterfeit data remains a criterion of high-quality, high-accuracy systems. However, the proliferation of biometric systems into other non-high-security type applications means that lack of resistance to counterfeiting is not likely to cause the failure of a system in the future.

Reliability
It is vital that biometric identifying verification systems remain in continuous, accurate operation. The system must allow authorized persons access while precluding others, without breakdown or deterioration in performance accuracy or speed. In addition, these performance standards must be sustained without high levels of maintenance or frequent diagnostics and system adjustments.

Data Storage Requirements
Data storage requirements are a far less significant issue today than in the earlier biometric systems when storage media were very expensive. Nevertheless, the size of biometric data files remains a factor of interest. Even with current ultra-high-speed processors, large data files take longer to process than small files, especially in systems that perform full identification, matching the input file against every file in the data base. Biometric file size varies between 9 and 10,000 bytes, with most falling in the 256- to 1,000-byte range.

Enrollment Time
Enrollment time is also a less significant factor today. Early biometric systems sometimes had enrollment procedures requiring many repetitions and several minutes to complete. A system requiring a 5-minute enrollment instead of 2 minutes causes 50 hours of expensive nonproductive time if 1,000 users must be enrolled. Moreover, when line waiting time is considered, the cost increases several times. The accepted standard for enrollment time is 2 minutes per person. Most of the systems in the marketplace today meet this standard.

Intrusiveness of Data Collection
Originally, this factor developed because of user concerns regarding collection of biometric data from inside the body, specifically, the retina inside the eyeball. Early systems illuminated the retina with a red light beam. However, this coincided with increasing public awareness of lasers, sometimes demonstrated as red light beams cutting steel. There has never been an allegation of user injury from retina scanning, but user sensitivity expanded from resistance to red lights intruding inside the body to include any intrusion inside the body. This user sensitivity has now increased to concerns about intrusions into perceived personal space.

Subject and System Contact Requirements
This factor could possibly be considered as a next step or continuation of intrusiveness. Indications are that biometric system users are becoming increasingly sensitive to being required to make firm physical contact with surfaces where up to hundreds of other unknown (to them) persons are required to make contact for biometric data collection. These concerns include voice systems that require holding and speaking into a handset close to the lips.

There seems to be some user feeling that: “if I choose to do something, it is OK, but if an organization, or society, requires me to do the same thing, it is wrong.” Whether or not this makes sense, it is an attitude spreading through society which is having an impact on the use of biometric systems. Systems using video camera data acquisition do not fall into this category.

HISTORICAL BIOMETRIC PROBLEMS
A variety of problems in the field utilization of biometric systems over the past 25 years have been identified. Some have been overcome and are seldom seen today; others still occur. These problems include performance, hardware and software robustness, maintenance requirements, susceptibility to sabotage, perceived health maladies because of usage, private information being made available to management, and skill and cooperation required to use the system.

Performance
Field performance of biometric identifying verification systems is often different than that experienced in manufacturers’ or laboratory tests. There are two ways to avoid being stuck with a system that fails to deliver promised performance. First, limit consideration to technologies and systems that have been tested by an independent, unbiased testing organization. Sandia National Laboratories, located in Albuquerque, New Mexico, has done biometric system testing for the Department of Energy for many years, and some of their reports are available. Second, any system manufacturer or sales representative should be able to provide a list of organizations currently using their system. They should be able to point out those users whose application is similar to that currently contemplated (unless the planned operation is a new and unique application). Detailed discussions, and perhaps a site visit, with current users with similar application requirements should answer most questions and prevent many surprises.

Hardware and Software Robustness
Some systems and technologies that are very effective with small- to medium-sized user data bases have a performance that is less than acceptable with large data bases. Problems that occur include system slowdown and accuracy degradation. Some biometric system users have had to discard their systems and start over because their organizations became more successful, grew faster than anticipated, and the old system could not handle the growth. If they hope to “grow” their original system with the organization, system managers should at least double the most optimistic growth estimate and plan for a system capable of handling that load.

Another consideration is hardware capability to withstand extended usage under the conditions expected. An example is the early signature dynamics systems, which performed adequately during testing and early fielding periods. However, the pen and stylus sensors used to detect stroke direction, speed, and pressure were very tiny and sensitive. After months or a year of normal public use, the system performance had deteriorated to the point that the systems were no longer effective identifiers.

Maintenance Requirements
Some sensors and systems have required very high levels of preventive maintenance or diagnostics and adjustment to continue effective operations. Under certain operating and user conditions (e.g., dusty areas or with frequent users of hand lotions or creams), some fingerprint sensors needed cleaning as frequently as every day to prevent deterioration of accuracy. Other systems demanded weekly or monthly connection of diagnostic equipment, evaluation of performance parameters, and careful adjustment to retain productive performance. These human interventions not only disrupt the normal security process, but significantly increase operational costs.

Susceptibility to Sabotage
Systems with data acquisition sensors on pedestals protruding far out from walls or with many moving parts are often susceptible to sabotage or disabling damage. Spinning floor polisher handles or hammers projecting out of pockets can unobtrusively or accidentally affect sensors. These incidents have most frequently occurred when there was widespread user or union resistance to the biometric system.

Perceived Health Maladies Due to Usage
As new systems and technologies were developed and public sensitivity to new viruses and diseases such as AIDS, Ebola, and E. coli increased by orders of magnitude, acceptability became a more important issue. Perceptions of possible organ damage and potential spread of disease from biometric system usage ultimately had such a devastating affect on sales of one system that it had to be totally redesigned. Though thousands of the original units had been successfully fielded, whether the newly packaged technology regains popularity or even survives remains to be seen. All of this occurred without even one documented allegation of a single user becoming sick or injured as a result of system utilization. 

Many of the highly contagious diseases recently publicized can be spread by simple contact with a contaminated surface. As biometric systems achieve wider market penetration in many applications, user numbers are growing logarithmically. There are developing indications that users are becoming increasingly sensitive about systems and technologies that require firm physical contact for acquisition of the biometric data.

Private Information Made Available to Management
Certain health events can cause changes in the blood vessel pattern (i.e., retina) inside the eyeball. These include diabetes and strokes. Allegations have been made that the retina-based biometric system enables management to improperly obtain health information that may be used to the detriment of system users. The scenario begins with the system failing to identify a routine user. The user is easily authenticated and re-enrolled. As a result, management will allegedly note the re-enrollment report and conclude that this user had a minor health incident (minor because the user is present the next working day). In anticipation that this employee’s next health event could cause major medical cost, management might find (or create) a reason for termination. Despite the fact that there is no recorded case of actual occurrence of this alleged scenario, this folklore continues to be heard within the biometric industry.

Skill and Cooperation Required to Use the System
The performance of some biometric systems is greatly dependent on the skill or careful cooperation of the subject in using the system. Though there is an element of this factor required for data acquisition positioning for all biometric systems, it is generally attributed to the “what we do” type of systems.

BENEFITS OF BIOMETRIC IDENTIFICATION AS COMPARED WITH CARD SYSTEMS
Biometric identifying verification systems control people. If the person with the correct hand, eye, face, signature, or voice is not present, the identification and verification cannot take place and the desired action (i.e., portal passage, data, or resource access) does not occur.

As has been demonstrated many times, adversaries and criminals obtain and successfully use access cards, even those that require the addition of a PIN. This is because these systems control only pieces of plastic (and sometimes information), rather than people. Real asset and resource protection can only be accomplished by people, not cards and information, because unauthorized persons can (and do) obtain the cards and information.

Further, life-cycle costs are significantly reduced because no card or PIN administration system or personnel are required. The authorized person does not lose physical characteristics (i.e., hands, face, eyes, signature, or voice), but cards and PINs are continuously lost, stolen, or forgotten. This is why card access systems require systems and people to administer, control, record, and issue (new) cards and PINs. Moreover, the cards are an expensive and recurring cost.

Card System Error Rates
The false accept rate is 100% when the access card is in the wrong hands, lost, or stolen. It is a false reject when the right card is swiped incorrectly or just does not activate the system. (Think about the number of times to retry hotel room access cards to get the door to unlock.) Actually, it is also a false reject when a card is forgotten and that person cannot get through the door.

BIOMETRIC DATA UPDATES
Some biometric systems, using technologies based on measuring characteristics and traits that may vary over time, work best when the data base is updated with every use. These are primarily the “what we do” technologies (i.e., voice, signature, and keystroke). Not all systems do this. The action measured by these systems changes gradually over time. The voice changes as people age. It is also affected by changes in weight and by certain health conditions. Signature changes over time are easily documented. For example, look at a signature from Franklin D. Roosevelt at the beginning of his first term as president. Each name and initial is clearly discernable. Then, compare it with his signature in his third term, just 8 years later. To those familiar with it, the strokes and lines are clearly the president’s signature, but to others, they bear no relationship to his name or any other words. Keystroke patterns change similarly over time, particularly depending on typing frequency.

Systems that update the data base automatically average in the current input data into the data base template after the identification transaction is complete. Some also delete an earlier data input, making that data base a moving average. These gradual changes in input data may not affect user identification for many months or years. However, as the data base file and the input data become further apart, increasingly frequent false rejections will cause enough inconvenience that re-enrollment is dictated, which is another inconvenience.

DIFFERENT TYPES OF BIOMETRIC SYSTEMS AND THEIR CHARACTERISTICS
This section describes the different types of biometric systems: fingerprint systems, hand geometry systems, voice pattern systems, retina pattern systems, iris pattern systems, and signature dynamics systems. For each system these characteristics are described: the enrollment procedure and time, the template or file size, the user action required, the system response time, any anticounterfeit method, accuracy, field history, problems experienced, and unique system aspects.

Fingerprint Systems
The information in this section is a compilation of information about several biometric identifying verification systems whose technology is based on the fingerprint.

Data Acquisition
Fingerprint data is acquired when subjects firmly press their fingers against a glass or polycarbonate plate. The fingerprint image is not stored. Information on the relative location of the ridges, whorls, lines, bifurcations, and intersections is stored as an enrolled user data base file and later compared with user input data.

Enrollment Procedure and Time
As instructed, subject enters a 1- to 9-digit PIN on the keypad. As cued, the finger is placed on the reader plate and then removed. A digitized code is created. As cued, the finger is placed and removed four more times for calibration. The total enrollment time required is less than 2 minutes.

Template or File Size
Fingerprint user files are generally between 500 and 1,500 bytes.

User Actions Required
Nearly all fingerprint-based biometrics are verification systems. The user states identification by entering a PIN through a keypad or by using a card reader, then places a finger on the reader plate.

System Response Time
Visual and audible annunciation of the confirmed and not confirmed decision occurs in 5 to 7 seconds.

Accuracy
Some fingerprint systems can be adjusted to achieve a false accept rate of 0.0%. Sandia National Laboratories tests of a top-rated fingerprint system in 1991 and 1993 produced a three-try false reject rate of 9.4% and a crossover error rate of 5%.

Field History
Thousands of units have been fielded for access control and identity verification for disbursement of government benefits, for example.

Problems Experienced
System operators with large user populations are often required to clean sensor plates frequently to remove built-up skin oil and dirt that adversely affect system accuracy.

Unique System Aspects
To avoid the dirt build-up problem, a newly developed fingerprint system acquires the fingerprint image with ultrasound. Claims are made that this system can acquire the fingerprint of a surgeon wearing latex gloves. A number of companies are producing fingerprint-based biometric identification systems.

Hand Geometry System
Hand geometry data, the three-dimensional record of the length, width, and height of the hand and fingers is acquired by simultaneous vertical and horizontal camera images.

Enrollment Procedure and Time
The subject is directed to place the hand flat on a grid platen, positioned against pegs between the fingers. Four finger-position lights ensure proper hand location. A digital camera records a single top and side view from above, using a 45º mirror for the side view. The subject is directed to withdraw and then reposition the hand twice more. The readings are averaged into a single code and given a PIN. Total enrollment time is less than 2 minutes.

Template or File Size
The hand geometry user file size is nine bytes.

User Actions Required
The hand geometry system operates only as an identification verifier. The user states identification by entering a PIN on a keypad or by using a card reader. When the “place hand” message appears on the unit display, the user places the hand flat on the platen against the pegs. When all four lights confirm correct hand position the data are acquired and a “remove hand” message appears.

System Response Time
Visual and audible annunciation of the confirm or not confirm decision occurs in 3 to 5 seconds.

Anticounterfeit Method
The manufacturer states that “the system checks to ensure that a live hand is used.”

Accuracy
Sandia National Laboratories tests have produced a one-try false accept rate less than 0.1%, a three-try false reject rate less than 0.1%, and crossover error rates of 0.2 and 2.2% (i.e., two tests).

Field History
Thousands of units have been fielded for access control, college cafeterias and dormitories, and government facilities. Hand geometry was the original biometric system of choice of the Department of Energy and the Immigration and Naturalization Service. It was also used to protect the Athlete’s Village at the 1996 Olympics in Atlanta.

Problems Experienced
Some of the field applications did not perform up to the accuracy results of the initial Sandia test. There have been indications that verification accuracy achieved when user data bases are in the hundreds deteriorates when the data base grows into the thousands.

Unique System Aspects
The hand geometry user file code of nine bytes is by far the smallest of any current biometric system. Hand geometry identification systems are manufactured by Recognition Systems, Inc. A variation, a two-finger geometry identification system is manufactured by BioMet Partners.

Voice Pattern Systems
Up to seven parameters of nasal tones, larynx and throat vibrations, and air pressure from the voice are captured by audio and other sensors.

Enrollment Procedure and Time
Most voice systems use equipment similar to a standard telephone. As directed, the subject picks up the handset and enters a PIN on the telephone keypad. When cued through the handset, the subject speaks his or her access phrase, which may be his or her PIN and name or some other four- to six-word phrase. The cue and the access phrase are repeated up to four times. Total enrollment time required is less than 2 minutes.

Template or File Size
Voice user files vary from 1,000 to 10,000 bytes, depending on the system manufacturer.

User Actions Required
Currently, voice systems operate only as identification verifiers. The user states identification by entering the PIN on the telephone-type keypad. As cued through the handset (i.e., recorded voice stating “please say your access phrase”), the user speaks into the handset sensors.

System Response Time
Audible response (i.e., “accepted, please enter” or “not authorized”) is provided through the handset. Some systems include visual annunciation (e.g., red and green lights or LEDs). Total transaction time is up to 10 to 14 seconds.

Anticounterfeit Method
Various methods are used including measuring increased air pressure when “p” or “t” sounds are spoken. Some sophisticated systems require the user to speak different words from a list of 10 or more enrolled words in a different order each time the system is used.

Accuracy
Sandia National Laboratories has reported crossover errors over 10% for two systems they have tested. Other voice tests are being planned.

Field History
Over 100 systems have been installed, with over 1,000 door access units, at colleges, hospitals, laboratories, and offices.

Problems Experienced
Background noise can affect the accuracy of voice systems. Access systems are located at entrances, hallways, and doorways, which tend to be busy, high-traffic, and high-noise-level sites.

Unique System Aspects
Some voice systems can also be used as an intercom or to leave messages for other system users. There are several companies producing voice-based biometric identification systems.

Retina Pattern System
The system records elements of the blood-vessel pattern of the retina on the inside rear portion of the eyeball by using a camera to acquire the image.

Enrollment Procedure and Time
The subject is directed to position his or her eye an inch or two from the system aperture, keeping a pulsing green dot inside the unit centered in the aperture, and remain still. An ultra-low-intensity invisible light enables reading 320 points on a 450º circle on the retina. A PIN is entered on a unit keypad. Total enrollment time required is less than 2 minutes.

Template or File Size
The retina pattern digitized waveform is stored as a 96-byte template.

User Actions Required
If verifying, the user enters the PIN on the keypad. The system automatically acquires data when an eye is positioned in front of the aperture and centered on the pulsing green dot. Acceptance or nonacceptance is indicated in the LCD display.

System Response Time
Verification system decision time is about 1.5 seconds. Recognition decision time is less than 5 seconds with a 1,500-file data base. Average throughput time is 4 to 7 seconds.

Anticounterfeit Method
The system “requires a live, focusing eye to acquire pattern data,” according to the manufacturer.

Accuracy
Sandia National Laboratories test of the previous retina model produced no false accepts and a crossover error rate of 1.5%. The new model, System 2001, is expected to perform similarly.

Field History
Hundreds of the original binocular-type units were fielded before those models were discontinued. They were used for access control and identification in colleges, laboratories, government facilities, and jails. The new model, System 2001, is now on sale.

Problems Experienced
Because persons perspiring or having watery eyes could leave moisture on the eyecups of the previous models, some users were concerned about acquiring a disease through the transfer of body fluids. Because the previous models used a red light beam to acquire pattern data, some users were concerned about possible eye damage from the “laser.” No allegations were made that any user actually became injured or diseased through the use of these systems. Because some physical conditions such as diabetes and heart attacks can cause changes in the retinal pattern, which can be detected by this system, some users were concerned that management would gain unauthorized medical information that could be used to their detriment. No cases of detrimental employee personnel actions resulting from retina system information have been reported.

Unique System Aspects
Some potential system users remain concerned about potential eye damage from using the new System 2001. They state that, even if they cannot see it, the system projects a beam inside the eye to read the retina pattern. Patents for retina-based identification are owned by EyeDentify Inc.

Iris Pattern System
The iris (i.e., the colored portion of the eye surrounding the pupil) has rich and unique patterns of striations, pits, freckles, rifts, fibers, filaments, rings, coronas, furrows, and vasculature. The images are acquired by a standard 1/3 inch CCD video camera capturing 30 images per second, similar to a camcorder.

Enrollment Procedure and Time
The subject looks at a mirror-like LCD feedback image of his or her eye, centering and focusing the image as directed. The system creates zones of analysis on the iris image, locates the features within the zones, and creates an IrisCode. The system processes three images, selects the most representative, and stores it upon approval of the operator. A PIN is added to the administrative (i.e., name, address) data file. Total enrollment time required is less than 2 minutes.

Template or File Size
The IrisCode occupies 256 bytes.

User Actions Required
The IriScan system can operate as a verifier, but is normally used in full identification mode because it performs this function faster than most systems verify. The user pushes the start button, tilts the optical unit if necessary to adjust for height, and looks at the LCD feedback image of his or her eye, centering and focusing the image. If the system is used as a verifier, a keypad or cardreader is interconnected.

System Response Time
Visual and audible annunciation of the identified or not identified decision occurs in 1 to 2 seconds, depending on the size of the data base. Total throughput time (i.e., start button to annunciation) is 2.5 to 4 seconds with experienced users.

Anticounterfeit Method
The system ensures that data input is from a live person by using naturally occurring physical factors of the eye.

Accuracy
Sandia National Laboratories’ test of a preproduction model had no false accepts, low false rejects, and the system “performed extremely well.” Sandia has a production system currently in testing. British Telecommunications recently tested the system in various modes and will publish a report in its engineering journal. They report 100% correct performance on over 250,000 IrisCode comparisons. “Iris recognition is a reliable and robust biometric. Every eye presented was enrolled. There were no False Accepts, and every enrolled eye was successfully recognized.” Other tests have reported a crossover error rate of less than 0.5%.

Field History
Units have been fielded for access control and personnel identification at military and government organizations, banks, telecommunications firms, prisons and jails, educational institutions, manufacturing companies, and security companies.

Problems Experienced
Because this is a camera-based system, the optical unit must be positioned such that the sun does not shine directly into the aperture.

Unique System Aspects
The iris of the eye is a stable organ that remains virtually unchanged from 1 year of age throughout life. Therefore, once enrolled, a person will always be recognized, absent certain eye injuries or diseases. IriScan Inc. has the patents worldwide on iris recognition technology.

Signature Dynamics Systems
The signature pen-stroke speed, direction, and pressure are recorded by small sensors in the pen, stylus, or writing tablet.

Enrollment Procedure and Time
As directed, the subject signs a normal signature by using the pen, stylus, or sensitive tablet provided. Five signatures are required. Some systems record three sets of coordinates vs. time patterns as the template. Templates are encrypted to preclude signature reproduction. A PIN is added through using a keypad. Total enrollment time required is less than 2 minutes.

Template or File Size
Enrollment signature input is averaged into a 1,000- to 1,500-byte template.

User Actions Required
The user states identification through PIN entry on a keypad or cardreader. The signature is then written by using the instrument or tablet provided. Some systems permit the use of a stylus without paper if a copy of the signature is not required for a record.

System Response Time
Visual and audible annunciation of the verified or not verified decision is annunciated after about 1 second. The total throughput time is in the 5- to 10-second range, depending on the time required to write the signature.

Anticounterfeit Method
This feature is not applicable for signature dynamics systems.

Accuracy
Data collection is underway at pilot projects and beta test sites. Current signature dynamics biometric systems have not yet been tested by an independent agency.

Field History
Approximately 100 units are being used in about a dozen systems operated by organizations in the medical, pharmaceutical, banking, manufacturing, and government fields.

Problems Experienced
Signature dynamics systems which previously performed well during laboratory and controlled tests, did not stand up to rigorous operational field use. Initially acceptable accuracy and reliability rates began to deteriorate after months of system field use. Although definitive failure information is not available, it is believed that the tiny, super-accurate sensors necessary to measure the minute changes in pen speed, pressure, and direction did not withstand the rough handling of the public. It is too early to tell whether the current generation of signature systems has overcome these shortcomings.

Unique System Aspects
Among the various biometric identification systems, bankers and lawyers advocate signature dynamics because legal documents and financial drafts historically have been validated by signature. Signature dynamics identification systems are not seen as candidates for access control and other security applications. There are several companies producing signature dynamics systems.

INFORMATION SECURITY APPLICATIONS
The use of biometric identification systems in support of information security applications falls into two basic categories: controlling access to hard-copy documents and to rooms where protected information is discussed; and controlling computer use and access to electronic data.

Access Control
Controlling access to hard-copy documents and to rooms where protected information is discussed can be accomplished by using the systems and technologies previously discussed. This applies also to electronic data tape and disk repositories.

Computer and Electronic Data Protection
Controlling access to computers, the data they access and use, and the functions they can perform is becoming more vitally important with each passing day. Because of the ease of electronic access to immense amounts of information and funds, losses in these areas have rapidly surpassed losses resulting from physical theft and fraud. Positive identification of the computer operators who are accessing vital programs and data files and performing vital functions is becoming imperative as it is the only way to eliminate these losses.

The use of passwords and PINs to control computer boot-up and program and data file call-up is better than no control at all, but is subject to all the shortcomings previously discussed. Simple, easy-to-remember codes are easy for the “bad guys” to figure out. Random or obtuse codes are difficult to remember and nearly always get written down in some convenient and vulnerable place. In addition, and just as important, is that these controls are only operative at the beginning of the operation or during access to the program or files.

What is needed is a biometric system capable of providing continuing, transparent, and positive identification of the person sitting at the computer keyboard. This system would interrupt the computer boot-up until the operator is positively identified as a person authorized to use that computer or terminal. This system would also prevent the use of controlled programs or data files until the operator is positively identified as a person authorized for such access. This system would also provide continuing, periodic (e.g., every 30 seconds) positive identification of the operator as long as these controlled programs or files were in use. If this system did not verify the presence of the authorized operator during a periodic check, the screen could be cleared of data. If this system verified the presence of an unauthorized or unidentified operator, the file and program could be closed.

Obviously, the viability of such a system is dependent on software with effective firewalls and programmer access controls to prevent tampering, insertion of unauthorized identification files, or bypasses. However, such software already exists. Moreover, a biometric identification system replacing the log-on password already exists. Not yet available is a viable, independently tested, continuing, and transparent operator identification system.

System Currently Available
Identix’ TouchSafe™ provides verification of enrolled persons who log on or off the computer. It comes with an IBM-compatible plug-in electronics card and a 5.4” × 2.5” × 3.6” fingerprint reader unit with cable. This unit can be expected to be even more accurate than the normal fingerprint access control systems previously described because of a more controlled operating environment and limited user list. However, it does not provide for a continuing or transparent identification. Every time that identification is required, the operator must stop activity and place a finger on the reader.

Systems Being Developed
Only a camera-based system can provide the necessary continuing and transparent identification. With a small video camera mounted on a top corner of the computer monitor, the system could be programmed to check operator identity every 30 or 60 seconds. Because the operator can be expected to look at the screen frequently, a face or iris identification system would be effective without ever interrupting the operator’s work. Such a system could be set to have a 15-second observation window to acquire an acceptable image and identify the operator. If the operator did not look toward the screen or was not present during the 15-second window, the screen would be cleared with a screen saver. The system would remain in the observation mode so that when the operator returned to the keyboard or looked at the screen and was identified, the screen would be restored. If the operator at the keyboard was not authorized or was unidentified, the program and files would be saved and closed.

The first development system that seems to have potential for providing these capabilities is a face recognition system from Miros Inc. Miros is working on a line of products called TrueFace. At this time, no independent test data are available concerning the performance and accuracy of Miros’ developing systems. Face recognition research has been under way for many years, but no successful systems have yet reached the marketplace. Further, the biometric identification industry has a history of promising developments that have failed to deliver acceptable results in field use. Conclusions regarding Miros’ developments must wait for performance and accuracy tests by a recognized independent organization.

IriScan Inc. is in the initial stages of developing an iris recognition system capable of providing the desired computer or information access control capabilities. IriScan’s demonstrated accuracy gives this development the potential to be the most accurate information user identification system.

SUMMARY
The era of fast, accurate, cost-effective biometric identification systems has arrived. Societal activities increasingly threaten individual’s and organization’s assets, information, and, sometimes, even their existence. Instant, positive personal identification is a critically important step in controlling access to and protecting society’s resources. Effective tools are now available.

There are more than a dozen companies manufacturing and selling significant numbers of biometric identification systems today. Even more organizations are conducting biometric research and development and hoping to break into the market or already selling small numbers of units. Not all biometric systems and technologies are equally effective in general, nor specifically in meeting all application requirements. Security managers are advised to be cautious and thorough in researching candidate biometric systems before making a selection. Independent test results and the reports of current users with similar applications are recommended. On-site tests are desirable. Those who are diligent and meticulous in their selection and installation of a biometric identification system will realize major increases in asset protection levels.

Chapter 1-2-2
When Technology and Privacy Collide 
Edward H. Freeman
Data encryption refers to the methods used to prepare messages that cannot be understood without additional information. Government agencies, private individuals, civil libertarians, and the computer industry have all worked to develop methods of data encryption that will guarantee individual and societal rights.

The Clinton administration’s proposed new standards for encryption technology — the Clipper Chip — was supposed to be the answer to the individual’s concern for data security and the government’s concern for law enforcement. Law-abiding citizens would have access to the encryption they need and the criminal element would be unable to use encryption to hide their illicit activity.

CRYPTOGRAPHY AND SECRET MESSAGES
Cryptography is the science of secure and secret communications. This security allows the sender to transform information into a coded message by using a secret key, a piece of information known only to the sender and the authorized receiver. The authorized receiver can decode the cipher to recover hidden information. If unauthorized individuals somehow receive the coded message, they should be unable to decode it without knowledge of the key.

The first recorded use of cryptography for correspondence was the Skytale created by the Spartans 2,500 years ago. The Skytale consisted of a staff of wood around which a strip of papyrus was tightly wrapped. The secret message was written on the parchment down the length of the staff. The parchment was then unwound and sent on its way. The disconnected letters made no sense unless the parchment was rewrapped around a staff of wood that was the same size as the first staff.

Methods of encoding and decoding messages have always been a factor in wartime strategies. The American effort that cracked Japanese ciphers during World War II played a major role in Allied strategy. At the end of the war, cryptography and issues of privacy remained largely a matter of government interest that were pursued by organizations such as the National Security Agency, which routinely monitors foreign communications.

Today, data bases contain extensive information about every individual’s finances, health history, and purchasing habits. These data are routinely transferred or made accessible by telephone networks, often using an inexpensive personal computer and modem.

The government and private organizations realize — and individuals expect — certain standards to be met to maintain personal privacy. For example:

•  Stored data should only be available to those individuals, organizations, and government agencies that have a need to know that information. Such information should not be available to others (e.g., the customer’s employer) without the permission of the concerned individual. 

•  When organizations make decisions based on information received from a data base, the individual who is affected by such decisions should have the right to examine the data base and correct or amend any information that is incorrect or misleading. The misuse of information can threaten an individual’s employment, insurance, and credit. If the facts of a previous transaction are in dispute, individuals should be able to explain their side of the dispute. 

•  Under strict constitutional and judicial guidelines and constraints, government agencies should have the right to collect information secretly as part of criminal investigations. 

EXISTING LEGISLATION
The Privacy Act of 1974
The Privacy Act of 1974 addressed some of these issues, particularly as they relate to government and financial activities. Congress adopted the Privacy Act to provide safeguards for an individual against an invasion of privacy. Under the Privacy Act, individuals decide which records kept by a federal agency or bureau are important to them. They can insist that these data be used only for the purposes for which the information was collected. Individuals have the right to see the information and to get copies of it. They may correct mistakes or add important details when necessary.

Federal agencies must keep the information organized so it is readily available. They must try to keep it accurate and up-to-date, using it only for lawful purposes. If an individual’s rights are infringed upon under the Act, that person can bring suit in a federal district court for damages and obtain a court order directing the agency to obey the law.

The Fair Credit Reporting Act of 1970
The Fair Credit Reporting Act of 1970 requires consumer reporting and credit agencies to disclose information in their files to affected consumers. Consumers have the right to challenge any information that may appear in their files. Upon written request from the consumer, the agency must investigate the completeness or accuracy of any item contained in that individual’s files. The agency must then either remove the information or allow the consumer to file a brief statement setting forth the nature of the dispute.

Researchers are continuing to develop sophisticated methods to protect personal data and communications from unlawful interception. In particular, the development of electronic funds transfer systems, where billions of dollars are transferred electronically, has emphasized the need to keep computerized communications accurate and confidential.

PRIVACY RIGHTS
In short, the rapid advances in computer and communications technology have brought a new dimension to the individual’s right to privacy. The power of today’s computers, especially as it relates to record keeping, has the potential to destroy individual privacy rights.

Whereas most data are originally gathered for legitimate and appropriate reasons, “the mere existence of this vast reservoir of personal information constitutes a covert invitation to misuse.”1


1Sloan, I.J., Ed., Law of Privacy Rights in a Technological Society, Oceans Publications, Dobbs Ferry, NY, 1986. 



Personal liberty includes not only the freedom from physical restraint, but also the right to be left alone and to manage one’s own affairs in a manner that may be most agreeable to that person, as long as the rights of others or of the public are respected. The word privacy does not even appear in the Constitution. When the founders drafted the Bill of Rights, they realized that no document could possibly include all the rights that were granted to the American people.

After listing the specific rights in the first eight Amendments, the founders drafted the Ninth Amendment, which declares, “The enumeration in this Constitution, of certain rights, shall not be construed to deny or disparage others retained by the people.” These retained rights are not specifically defined in the Constitution. The courts have pointed out that many rights are not specifically mentioned in the Constitution, but are derived from specific provisions. The Supreme Court held that several amendments already extended privacy rights. The Ninth Amendment, then, could be interpreted to encompass a right to privacy.

Federal Communications Act of 1934
The federal laws that protect telephone and telegraphs from eavesdroppers are primarily derived from the Federal Communications Act of 1934. The Act prohibits any party involved in sending such communications from divulging or publishing anything having to do with its contents. It makes an exception and permits disclosure if the court has issued a legitimate subpoena. Any materials gathered through an illegal wiretap is inadmissible and may not be introduced as evidence in federal courts.

DATA ENCRYPTION STANDARD
The National Bureau of Standards’ Data Encryption Standard (DES), which specifies encryption procedures for computer data protection, has been a federal standard since 1977. The use of the DES algorithm was made mandatory for all financial transactions of the U.S. government involving electronic funds transfer, including those conducted by member banks of the Federal Reserve System.

The DES is a complex nonlinear ciphering algorithm that operates at high speeds when implemented in hardware. The DES algorithm converts 64 bits of plain text to 64 bits of cipher text under the action of a 56-bit keying parameter. The key is generated so that each of the 56 bits used directly by the algorithm is random. Each member of a group of authorized users of encrypted data must have the key that was used to encipher the data to use it. This technique strengthens the algorithm and makes it resistant to analysis.

Loopholes in the Traditional Methods of Data Encryption
The DES uses a 64-bit key that controls the transformation and converts information to ciphered code. There are a virtually infinite number of possible keys, so even the fastest computers would need centuries to try all possible keys.

Traditional encryption methods have an obvious loophole: their reliance on a single key to encode and decode messages. The privacy of coded messages is always a function of how carefully the decoder key is kept. When people exchange messages, however, they must find a way to exchange the key. This immediately makes the key vulnerable to interception. The problem is more complex when encryption is used on a large scale.

Diffle’s Solution
This problem was theoretically solved approximately 20 years ago, when an MIT student named Whitfield Diffle set out to plug this loophole. Diffle’s solution was to give each user two separate keys, a public key and a private one. The public key could be widely distributed and the private key was known only to the user. A message encoded with either key could be decoded with the other. If an individual sends a message scrambled with someone’s public key, it can be decoded only with that person’s private key.

THE CLIPPER CONTROVERSY
In April 1993, the Clinton administration proposed a new standard for encryption technology, developed with the National Security Agency. The new standard is a plan called the Escrowed Encryption Standard. Under the standard, computer chips would use a secret algorithm called Skipjack to encrypt information. The Clipper Chip is a semiconductor device designed to be installed on all telephones, computer modems, and fax machines to encrypt voice communications.

The Clipper Chip
The Clipper Chip combines a powerful algorithm that uses an 80-bit encryption scheme and that is considered impossible to crack with today’s computers within a normal lifetime. The chip also has secret government master keys built in, which would be available only to government agencies. Proper authorization, in the form of a court order, would be necessary to intercept communications.

The difference between conventional data encryption chips and the Clipper Chip is that the Clipper contains a law enforcement access field (LEAF). The LEAF is transmitted along with the user’s data and contains the identity of the user’s individual chip and the user’s key — encrypted under the government’s master key. This could stop eavesdroppers from breaking the code by finding out the user’s key. Once an empowered agency knew the identity of the individual chip, it could retrieve the correct master key, use that to decode the user’s key, and so decode the original scrambled information.

The Long Key
Clipper uses a long key, which could have as many as 1,024 values. The only way to break Clipper’s code would be to try every possible key. A single supercomputer would take a billion years to run through all of Clipper’s possible keys.

Opponents of the Clipper Chip plan have criticized its implementation on several counts:

•  Terrorists and drug dealers would circumvent telephones if they had the Clipper Chip. Furthermore, they might use their own chip. 

•  Foreign customers would not buy equipment from American manufacturers if they knew that their communications could be intercepted by U.S. government agents. 

•  The integrity of the “back door” system could be compromised by unscrupulous federal employees. 

•  The remote possibility exists that an expert cryptologist could somehow break the code. 

SUMMARY
Despite opposition from the computer industry and civil libertarians, government agencies are phasing in the Clipper technology for unclassified communications. Commercial use of Clipper is still entirely voluntary, and there is no guarantee it will be adopted by any organization other than governmental ones. Yet several thousand Clipper-equipped telephones are currently on order for government use. The Justice Department is evaluating proposals that would prevent the police and FBI from listening in on conversations without a warrant.

A possible solution to these concerns about privacy invasion would be to split the decryption key into two or more parts and give single parts to trustees for separate government agencies.

In theory, this would require the cooperation of several individuals and agencies before a message could be intercepted. This solution could compromise the secrecy needed to conduct a clandestine criminal investigation, but the Justice Department is investigating its feasibility. No method of data encryption will always protect individual privacy and society’s desire to stop criminal activities. Electronic funds transfer systems and the information superhighway have made the need for private communications more important than ever before. Society’s problems with drugs and terrorism complicate the issues, highlighting the sensitive balance among the individual’s right to privacy, society’s need to protect itself, and everyone’s fear of Big Brother government tools.

Chapter 1-2-3
Relational Data Base Access Controls Using SQL 
Ravi S. Sandhu
This chapter discusses access controls in relational data base management systems. Access controls have been built into relational systems since they first emerged. Over the years, standards have developed and are continuing to evolve. In recent years, products incorporating mandatory controls for multilevel security have also started to appear.

The chapter begins with a review of the relational data model and SQL language. Traditional discretionary access controls provided in various dialects of SQL are then discussed. Limitations of these controls and the need for mandatory access controls are illustrated, and three architectures for building multilevel data bases are presented. The chapter concludes with a brief discussion of role-based access control as an emerging technique for providing better control than do traditional discretionary access controls, without the extreme rigidity of traditional mandatory access controls.

RELATIONAL DATA BASES
A relational data base stores data in relations that are expected to satisfy some simple mathematical properties. Roughly speaking, a relation can be thought of as a table. The columns of the table are called attributes, and the rows are called tuples. There is no significance to the order of the columns or rows; however, duplicate rows with identical values for all columns are not allowed.

Relation schemes must be distinguished from relation instances. The relation scheme gives the names of attributes as well as their permissible values. The set of permissible values for an attribute is said to be the attribute’s domain. The relation instance gives the tuples of the relation at a given instant.

For example, the following is a relation scheme for the EMPLOYEE relation:

    EMPLOYEE (NAME, DEPT, RANK, OFFICE, SALARY, SUPERVISOR)

The domain of the NAME, DEPT, RANK, OFFICE, and SUPERVISOR attributes are character strings, and the domain of the SALARY attribute is integers. A particular instance of the EMPLOYEE relation, reflecting the employees who are currently employed, is as follows:

	NAME 
	DEPT 
	RANK 
	OFFICE 
	SALARY 
	SUPERVISOR 

	


	Rao 
	Electrical Engineering 
	Professor 
	KH252 
	50,000 
	Jones 

	Kaplan 
	Computer Science 
	Researcher 
	ST125 
	35,000 
	Brown 

	Brown 
	Computer Science 
	Professor 
	ST257 
	55,000 
	Black 

	Jones 
	Electrical Engineering 
	Chair 
	KH143 
	45,000 
	Black 

	Black 
	Administration 
	Dean 
	ST101 
	60,000 
	NULL 


The relation instance of EMPLOYEE changes with the arrival of new employees, changes to data for existing employees, and with their departure. The relation scheme, however, remains fixed. The NULL value in place of Black’s supervisor signifies that Black’s supervisor has not been defined.

Primary Key
A candidate key for a relation is a minimal set of attributes on which all other attributes depend functionally. In other words, two tuples may not have the same values of the candidate key in a relation instance. A candidate key is minimal — no attribute can be discarded without destroying this property. A candidate key always exists, because, in the extreme case, it consists of all the attributes.

In general, there can be more than one candidate key for a relation. If, for example in the EMPLOYEE previously described, duplicate names can never occur, NAME is a candidate key. If there are no shared offices, OFFICE is another candidate key. In the particular relation instance above there are no duplicate salary values. This, however, does not mean that salary is a candidate key. Identification of the candidate key is a property of the relation scheme and applies to every possible instance, not merely to the one that happens to exist at a given moment. SALARY would qualify as a candidate key only in the unlikely event that the organization forbids duplicate salaries.

The primary key of a relation is one of its candidate keys that has been designated as such. In the previous example, NAME is probably more appropriate than OFFICE as the primary key. Realistically, a truly unique identifier, such as social security number or employee identity number, rather than NAME should be used as the primary key.

Entity and Referential Integrity
The primary key uniquely identifies a specific tuple from a relation instance. It also links relations together. The relational model incorporates two application-independent integrity rules called entity integrity and referential integrity to ensure these purposes are properly served.

Entity integrity simply requires that no tuple in a relation instance can have NULL (i.e., undefined) values for any of the primary key attributes. This property guarantees that the value of the primary key can uniquely identify each tuple.

Referential integrity involves references from one relation to another. This property can be understood in context of the EMPLOYEE relation by assuming that there is a second relation with the scheme:

          DEPARTMENT (DEPT, LOCATION, PHONE NUMBER)

DEPT is the primary key of DEPARTMENT. The DEPT attribute of the EMPLOYEE relation is said to be a foreign key from the EMPLOYEE relation to the DEPARTMENT relation. In general, a foreign key is an attribute, or set of attributes, in one relation R1, whose values must match those of the primary key of a tuple in some other relation R2. R1 and R2 need not be distinct. In fact, because supervisors are employees, the SUPERVISOR attribute in EMPLOYEE is a foreign key with R1 = R2 = EMPLOYEE. 

Referential integrity stipulates that if a foreign key FK of relation R1 is the primary key PK of R2, then for every tuple in R1 the value of FK must either be NULL or equal to the value of PK of a tuple in R2. Referential integrity requires the following in the EMPLOYEE example: 

•  Because of the DEPT foreign key, there should be tuples for the Electrical Engineering, Computer Science and Administration departments in the DEPARTMENT relation. 

•  Because of the SUPERVISOR foreign key, there should be tuples for Jones, Brown and Black in the EMPLOYEE relation. 

The purpose of referential integrity is to prevent employees from being assigned to departments or supervisors who do not exist in the data base, though it is all right for employee Black to have a NULL supervisor or for an employee to have a NULL department.

SQL
Every data base management system (DBMS) needs a language for defining, storing, retrieving, and manipulating data. SQL is the de facto standard in relational DBMSs. SQL emerged from several projects at the IBM San Jose (now called Almaden) Research Center in the mid-1970s. Its official name now is Data Base Language SQL.

An official standard for SQL has been approved by the American National Standards Institute (ANSI) and accepted by the International Standards Organization (ISO) and the National Institute of Standards and Technology as a Federal Information Processing Standard. The standard has evolved and continues to do so. The base standard is generally known as SQL’89 and refers to the 1989 ANSI standard. SQL’92 is an enhancement of SQL’89 and refers to the 1992 ANSI standard. A third version SQL, commonly known as SQL3, is being developed under the ANSI and ISO aegis.

Although most relational DBMSs support some dialect of SQL, SQL compliance does not guarantee portability of a data base from one DBMS to another. This is true because DBMS vendors typically include enhancements not required by the SQL standard but not prohibited by it either. Most products are also not completely compliant with the standard.

The following sections provide a brief explanation of SQL. Unless otherwise noted, the version discussed is SQL’89.

The CREATE Statement
The relation scheme for the EMPLOYEE example, is defined in SQL by the following command:

    CREATE     TABLE          EMPLOYEE

               (NAME          CHARACTER      NOT NULL,

               DEPT           CHARACTER,

               RANK           CHARACTER,

               OFFICE         CHARACTER,

               SALARY         INTEGER,

               SUPERVISOR     CHARACTER,

               PRIMARY KEY    (NAME),

               FOREIGN KEY    (DEPT)         REFERENCES DEPARTMENT,

               FOREIGN KEY    (SUPERVISOR)   REFERENCES EMPLOYEE)

This statement creates a table called EMPLOYEE with six columns. The NAME, DEPT, RANK, OFFICE, and SUPERVISOR columns have character strings (of unspecified length) as values, whereas the SALARY column has integer values. NAME is the primary key. DEPT is a foreign key that references the primary key of table DEPARTMENT. SUPERVISOR is a foreign key that references the primary key (i.e., NAME) of the EMPLOYEE table itself.

INSERT and DELETE Statements
The EMPLOYEE table is initially empty. Tuples are inserted into it by means of the SQL INSERT statement. For example, the last tuple of the relation instance previously discussed is inserted by the following statement:

   INSERT

   INTO     EMPLOYEE(NAME, DEPT, RANK, OFFICE, SALARY, SUPERVISOR)

   VALUES   VALUES(‘Black’, ‘Administration’, ‘Dean’, ‘ST101’, 60000, NULL)

The remaining tuples can be similarly inserted. Insertion of the tuples for Brown and Jones must respectively precede insertion of the tuples for Kaplan and Rao, so as to maintain referential integrity. Alternatively, these tuples can be inserted in any order with NULL managers that are later updated to their actual values. There is a DELETE statement to delete tuples from a relation.

The SELECT Statement
Retrieval of data is effected in SQL by the SELECT statement. For example, the NAME, SALARY, and SUPERVISOR data for employees in the computer science department is extracted as follows:

               SELECT      NAME, SALARY, SUPERVISOR

               FROM        EMPLOYEE

               WHERE       DEPT = ‘Computer Science’

This query applied to instance of EMPLOYEE previously given returns the following data:

                NAME        SALARY         SUPERVISOR

                Kaplan      35,000           Brown

                Brown       55,000           Black

The WHERE clause in a SELECT statement is optional. SQL also allows the retrieved records to be grouped together for statistical computations by means of built-in statistical functions. For example, the following query gives the average salary for employees in each department:

                SELECT       DEPT, AVG(SALARY)

                FROM         EMPLOYEE

                GROUP BY     DEPT

Data from two or more relations can be retrieved and linked together in a SELECT statement. For example, the location of employees can be retrieved by linking the data in EMPLOYEE with that in DEPARTMENT, as follows:

          SELECT     NAME, LOCATION

          FROM       EMPLOYEE, DEPARTMENT

          WHERE      EMPLOYEE.DEPT = DEPARTMENT.DEPT

This query attempts to match every tuple in EMPLOYEE with every tuple in DEPARTMENT but selects only those pairs for which the DEPT attribute in the EMPLOYEE tuple matches the DEPT attribute in the DEPARTMENT tuple. Because DEPT is a common attribute to both relations, every use of it is explicitly identified as occurring with respect to one of the two relations. Queries involving two relations in this manner are known as joins.

The UPDATE Statement
Finally, the UPDATE statement allows one or more attributes of existing tuples in a relation to be modified. For example, the following statement gives all employees in the Computer Science department a raise of $1000:

                UPDATE     EMPLOYEE

                SET        SALARY = SALARY + 1000

                WHERE      DEPT = ‘Computer Science’

This statement selects those tuples in EMPLOYEE that have the value of Computer Science for the DEPT attribute. It then increases the value of the SALARY attribute for all these tuples by $1000 each.

BASE RELATIONS AND VIEWS
The concept of a view has an important security application in relational systems. A view is a virtual relation derived by an SQL definition from base relations and other views. The data base stores the view definitions and materializes the view as needed. In contrast, a base relation is actually stored in the data base.

For example, the EMPLOYEE relation previously discussed is a base relation. The following SQL statement defines a view called COMPUTER_SCI_DEPT:

          CREATE     VIEW COMPUTER_SCI_DEPT

          AS         SELECT    NAME, SALARY, SUPERVISOR

                     FROM      EMPLOYEE

                     WHERE     DEPT = ‘Computer Science’

This defines the virtual relation as follows:

	NAME 
	SALARY 
	SUPERVISOR 

	


	Kaplan 
	35,000 
	Brown 

	Brown 
	55,000 
	Black 


A user who has permission to access COMPUTER_SCI_DEPT is thereby restricted to retrieving information about employees in the computer science department. The dynamic aspect of views can be illustrated by an example in which a new employee, Turing, is inserted in base relation EMPLOYEE, modifying it as follows:

	NAME 
	DEPT 
	RANK 
	OFFICE 
	SALARY 
	SUPERVISOR 

	


	Rao 
	Electrical Engineering 
	Professor 
	KH252 
	50,000 
	Jones 

	Kaplan 
	Computer Science 
	Researcher 
	ST125 
	35,000 
	Brown 

	Brown 
	Computer Science 
	Professor 
	ST257 
	55,000 
	Black 

	Jones 
	Electrical Engineering 
	Chairman 
	KH143 
	45,000 
	Black 

	Black 
	Administration 
	Dean 
	ST101 
	60,000 
	NULL 

	Turing 
	Computer Science 
	Genius 
	ST444 
	95,000 
	Black 


The view COMPUTER_SCI_DEPT is automatically modified to include Turing, as follows:

	NAME 
	SALARY 
	SUPERVISOR 

	


	Kaplan 
	35,000 
	Brown 

	Brown 
	55,000 
	Black 

	Turing 
	95,000 
	Black 


In general, views can be defined in terms of other base relations and views.

Views can also provide statistical information. For example, the following view gives the average salary for each department:

           CREATE      VIEW AVSAL(DEPT,AVG)

           AS          SELECT       DEPT,AVG(SALARY)

                       FROM         EMPLOYEE

                       GROUP BY     DEPT

For retrieval purposes, there is no distinction between views and base relations. Views, therefore, provide a very powerful mechanism for controlling what information can be retrieved. When updates are considered, views and base relations must be treated quite differently. In general, users cannot directly update views, particularly when they are constructed from the joining of two or more relations. Instead, the base relations must be updated, with views thus being updated indirectly. This fact limits the usefulness of views for authorizing update operations.

DISCRETIONARY ACCESS CONTROLS
This section describes the discretionary access control (DAC) facilities included in the SQL standard, though the standard is incomplete and does not address several important issues. Some of these deficiencies are being addressed in the evolving standard. Different vendors have also provided more comprehensive facilities than the standard calls for.

SQL Privileges
The creator of a relation in an SQL data base is its owner and can grant other users access to that relation. The access privileges or modes recognized in SQL correspond directly to the CREATE, INSERT, SELECT, DELETE, and UPDATE SQL statements discussed previously. In addition, a REFERENCES privilege controls the establishment of foreign keys to a relation.

The CREATE Statement
SQL does not require explicit permission for a user to create a relation, unless the relation is defined to have a foreign key to another relation. In this case, the user must have the REFERENCES privilege for appropriate columns of the referenced relation. To create a view, a user must have the SELECT privilege on every relation mentioned in definition of the view. If a user has INSERT, DELETE, or UPDATE privileges on these relations, corresponding privileges will be obtained on the view (if it is updatable).

The GRANT Statement
The owner of a relation can grant one or more access privileges to another user. This can be done with or without the GRANT OPTION. If the owner grants SELECT with the GRANT OPTION, the user receiving this grant can further grant SELECT to other users. The latter GRANT can be done with or without the GRANT OPTION at the granting user’s discretion.

The general format of a grant operation in SQL is as follows:

                    GRANT    privileges

                    [ON      relation]

                    TO       users

                    [WITH    GRANT OPTION]

The GRANT command applies to base relations as well as to views. The brackets on the ON and WITH clauses denotes that these are optional and may not be present in every GRANT command. It is not possible to grant a user the grant option on a privilege, without allowing the grant option itself to be further granted.

INSERT, DELETE, and SELECT privileges apply to the entire relation as a unit. Because INSERT and DELETE are operations on entire rows, this is appropriate. SELECT, however, implies the ability to select on all columns. Selection on a subset of the columns can be achieved by defining a suitable view and granting SELECT on the view. This method is somewhat awkward, and there have been proposals to allow SELECT to be granted on a subset of the columns of a relation. In general, the UPDATE privilege applies to a subset of the columns. For example, a user can be granted the authority to update the OFFICE but not the SALARY of an EMPLOYEE. SQL’92 extends the INSERT privilege to apply to a subset of the columns. Thus, a clerical user, for example, can insert a tuple for a new employee with the NAME, DEPARTMENT, and RANK data. The OFFICE, SALARY, and SUPERVISOR data can then be updated in this tuple by a suitably authorized supervisory user.

SQL’89 has several omissions in its access control facilities. These omissions have been addressed by different vendors in different ways. The following section identifies the major omissions and illustrates how they have been addressed in products and in the evolving standard.

The REVOKE Statement
One major shortcoming of SQL’89 is the lack of a REVOKE statement to take away a privilege granted by a GRANT. IBM’s DB2 product provides a REVOKE statement for this purpose.

It is often necessary that revocation cascade. In a cascading revoke, not only is the privilege revoked, so too are all GRANTs based on the revoked privilege. For example, if user Tom grants Dick SELECT on relation R with the GRANT OPTION, Dick subsequently grants Harry SELECT on R, and Tom revokes SELECT on R from Dick, the SELECT on R privilege is taken away not only from Dick but also from Harry. The precise mechanics of a cascading revoke is somewhat complicated. If Dick had received the SELECT on R privilege (with GRANT OPTION) not only from Tom but also from Jane before Dick granted SELECT to Harry, Tom’s revocation of the SELECT from R privilege from Dick would not cause either Dick or Tom to lose this privilege. This is because the GRANT from Jane remains valid.

Cascading revocation is not always desirable. A user’s privileges to a given table are often revoked because the user’s job functions and responsibilities have changed. For example, if Mary, the head of a department moves on to a different assignment, her privileges to her former department’s data should be revoked. However, a cascading revoke could cause lots of employees of that department to lose their privileges. These privileges must then be regranted to keep the department functioning.

SQL’92 allows a revocation to be cascading or not cascading, as specified by the revoker. This is a partial solution to the more general problem of how to reassign responsibility for managing access to data from one user to another as their job assignments change.

Other Privileges
Another major shortcoming of SQL’89 is the lack of control over who can create relations. In SQL’89, every user is authorized to create relations. The Oracle DBMS requires possession of a RESOURCE privilege to create new relations. SQL’89 does not include a privilege to DROP a relation. Such a privilege is included in DB2.

SQL’89 does not address the issue of how new users are enrolled in a data base. Several DBMS products take the approach that a data base is originally created to have a single user, usually called the DBA (data base administrator). The DBA essentially has all privileges with respect to this data base and is responsible for enrolling users and creating relations. Some systems recognize a special privilege (called DBA in Oracle and DBADM in DB2) that can be granted to other users at the original DBA’s discretion and allows these users effectively to act as the DBA.

LIMITATIONS OF DISCRETIONARY CONTROLS
The standard access controls of SQL are said to be discretionary because the granting of access is under user control. Discretionary controls have a fundamental weakness, however. Even when access to a relation is strictly controlled, a user with SELECT access can create a copy of the relation, thereby circumventing these controls. Furthermore, even if users can be trusted not to engage deliberately in such mischief, programs infected with Trojan horses can have the same disastrous effect.

For example, in the following GRANT operation:

          TOM: GRANT SELECT ON EMPLOYEE TO DICK

Tom has not conferred the GRANT option on Dick. Tom’s intention is that Dick should not be allowed to further grant SELECT access on EMPLOYEE to other users. However, this intent is easily subverted as follows. Dick creates a new relation, COPY-OF-EMPLOYEE, into which he copies all the rows of EMPLOYEE. As the creator of COPY-OF-EMPLOYEE, Dick can grant any privileges for it to any user. Dick can therefore grant Harry access to COPY-OF-EMPLOYEE as follows:

          DICK: GRANT SELECT ON COPY-OF-EMPLOYEE TO HARRY

At this point, Harry has access to all the information in the original EMPLOYEE relation. For all practical purposes, Harry has SELECT access to EMPLOYEE, so long as Dick keeps COPY-OF-EMPLOYEE reasonably up to date with respect to EMPLOYEE.

The problem, however, is actually worse than this scenario indicates. It portrays Dick as a cooperative participant in this process. For example, it might be assumed that Dick is a trusted confidant of Tom and would not deliberately subvert Tom’s intentions regarding the EMPLOYEE relation. But if Dick were to use a text editor supplied by Harry, which Harry had programmed to create the COPY-OF-EMPLOYEE relation and execute the preceding GRANT operation, the situation might be different. Such software is said to be a Trojan horse because in addition to the normal functions expected by its user it also engages in surreptitious actions to subvert security. Thus, a Trojan horse executed by Tom could actually grant Harry the privilege to SELECT on EMPLOYEE.

Organizations trying to avoid such scenarios can require that all software they run on relational data bases be free of Trojan horses, but this is generally not considered a practical option. The solution is to impose mandatory controls that cannot be violated, even by Trojan horses.

MANDATORY ACCESS CONTROLS
Mandatory access controls (MACs) are based on security labels associated with each data item and each user. A label on a data item is called a security classification; a label on a user is called security clearance. In a computer system, every program run by a user inherits the user’s security clearance.

In general, security labels form a lattice structure. This discussion assumes the simplest situation, in which there are only two labels — S for secret and U for unclassified. It is forbidden for S information to flow into U data items. Two mandatory access controls rules achieve this objective:

1.  Simple security property. A U-user cannot read S-data. 

2.  Star property. A S-user cannot write U-data. 

Some important points should be clearly understood in this context. First, the rules assume that a human being with S clearance can log in to the system as a S-user or a U-user. Otherwise, the star property prevents top executives from writing publicly readable data. Second, these rules prevent only the overt reading and writing of data. Trojan horses can still leak secret data by using devious means of communication called covert channels. Finally, mandatory access controls in relational data bases usually enforce a strong star property:

•  Strong star property. A S-user cannot write U-data, and a U-user cannot write S-data. 

The strong star property limits users to writing at their own level, for reasons of integrity. The (weak) star property allows a U-user to write S-data. This can result in overwriting, and therefore destruction, of S-data by U-users. The remainder of this chapter will assume the strong star property.

Labeling Granularity
Security labels can be assigned to data at different levels of granularity in relational data bases. Assigning labels to entire relations can be useful but is generally inconvenient. For example, if some salaries are secret but others are not, these salaries must be placed in different relations. Assigning labels to an entire column of a relation is similarly inconvenient in the general case.

The finest granularity of labeling is at the level of individual attributes of each tuple or row or at the level of individual element-level labeling. This offers considerable flexibility. Most of the products emerging offer labeling at the level of a tuple. Although not so flexible as element-level labeling, this approach is definitely more convenient than using relation- or column-level labels. Products in the short term can be expected to offer tuple-level labeling.

MULTILEVEL DATA BASE ARCHITECTURES
In a multilevel system, users and data with different security labels coexist. Multilevel systems are said to be trusted because they keep data with different labels separated and ensure the enforcement of the simple security and strong star properties. Over the past fifteen years or so, considerable research and development has been devoted to the construction of multilevel data bases. Three viable architectures are emerging:

1.  Integrated data architecture (also known as the trusted subject architecture). 

2.  Fragmented data architecture (also known as the kernelized architecture). 

3.  Replicated data architecture (also known as the distributed architecture). 

The newly emerging relational data base products are basically integrated data architectures. This approach requires considerable modification of existing relational DBMSs and can be supported by DBMS vendors because they own the source code for their DBMSs and can modify it in new products.

Fragmented and replicated architectures have been demonstrated in laboratory projects. They promise greater assurance of security than does the integrated data architecture. Moreover, they can be constructed by using commercial off-the-shelf DBMSs as components. Therefore, non-DBMS vendors can build these products by integrating off-the-shelf trusted operating systems and non-trusted DBMSs.

Integrated Data Architecture
The integrated data architecture is illustrated in Exhibit 1. The bottom of the Exhibit shows three kinds of data coexisting in the disk storage of the illustrated systems:

1.  U-non-DBMS-data. Unclassified data files are managed directly by the trusted operating system. 

2.  S-non-DBMS-data. Secret data files are managed directly by the trusted operating system. 

3.  U+S-DBMS-data. Unclassified and secret data are stored in files managed cooperatively by the trusted operating system and the trusted DBMS. 
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Exhibit 1.  Integrated Data Architecture

At the top of the diagram on the left hand side a U-user and S-user interact directly with the trusted operating system. The trusted operating system allows these users to access only non-DBMS data in this manner. As according to the simple security and strong star properties, the U-user is allowed to read and write U-non-DBMS data, while the S-user is allowed to read U-non-DBMS data and read and write S-non-DBMS data. DBMS data must be accessed via the DBMS.

The right hand side of the diagram shows a U-user and S-user interacting with the trusted DBMS. The trusted DBMS enforces the simple security and strong star properties with respect to the DBMS data. The trusted DBMS relies on the trusted operating system to ensure that DBMS data cannot be accessed without intervention by the trusted DBMS.

Fragmented Data Architecture
The fragmented data architecture is shown in Exhibit 2. In this architecture, only the operating system is multilevel and trusted. The DBMS is untrusted and interacts with users at a single level. The bottom of the exhibit shows two kinds of data coexisting in the disk storage of the system:

1.  U-data. Unclassified data files are managed directly by the trusted operating system. 

2.  S-data. Secret data files are managed directly by the trusted operating system. 
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Exhibit 2.  Fragmented Data Architecture

The trusted operating system does not distinguish between DBMS and non-DBMS data in this architecture. It supports two copies of the DBMS, one that can interact only with U-users and another that can interact only with S-users. These two copies run the same code but with different security labels. The U-DBMS is restricted by the trusted operating system to reading and writing U-data. The S-DBMS, on other hand, can read and write S-data as well as read (but not write) U-data.

This architecture has great promise, but its viability depends on the availability of usable good-performance trusted operating systems. So far, there are few trusted operating systems, and these lack many of the facilities that users expect modern operating systems to provide. Development of trusted operating systems continues to be active, but progress has been slow. Emergency of strong products in this arena could make the fragmented data architecture attractive in the future.

Replicated Data Architecture
The replicated data architecture is shown in Exhibit 3. This architecture requires physical separation on backend data base servers to separate U- and S-users of the data base. The bottom half of the diagram shows two physically separated computers, each running a DBMS. The computer on the left hand side manages U-data, whereas the computer on the right hand side manages a mix of U- and S-data. The U-data on the left hand side is replicated on the right hand side.
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Exhibit 3.  Replicated Data Architecture

The trusted operating system serves as a front end. It has two objectives. First, it must ensure that a U-user can directly access only the U-backend (left hand side) and that a S-user can directly access only the S-backend (right hand side). Second, the trusted operating system is the sole means for communication from the U-backend to the S-backend. This communication is necessary for updates to the U-data to be propagated to the U-data stored in the S-backend. Providing correct and secure propagation of these updates has been a major obstacle for this architecture, but recent research has provided solutions to this problem. The replicated architecture is viable for a small number of security labels, perhaps a few dozen, but it does not scale gracefully to hundreds or thousands of labels.

ROLE-BASED ACCESS CONTROLS
Traditional DACs are proving to be inadequate for the security needs of many organizations. At the same time, MACs based on security labels are inappropriate for many situations. In recent years, the notion of role-based access control (RBAC) has emerged as a candidate for filling the gap between traditional DAC and MAC.

One of weaknesses of DAC in SQL is that it does not facilitate the management of access rights. Each user must be explicitly granted every privilege necessary to accomplish his or her tasks. Often groups of users need similar or identical privileges. All supervisors in a department might require identical privileges; similarly, all clerks might require identical privileges, different from those of the supervisors. RBAC allows the creation of roles for supervisors and clerks. Privileges appropriate to these roles are explicitly assigned to the role, and individual users are enrolled in appropriate roles from where they inherit these privileges. This arrangement separates two concerns: (1) what privileges should a role get and (2) which user should be authorized to each role. RBAC eases the task of reassigning users from one role to another or altering the privileges for an existing role.

Current efforts at evolving SQL, commonly called SQL3, have included proposals for RBAC based on vendor implementations, such as in Oracle. In the future, consensus on a standard approach to RBAC in relational data bases should emerge. However, this is a relatively new area, and a number of questions remain to be addressed before consensus on standards is obtained.

SUMMARY
Access controls have been an integral part of relational data base management systems from their introduction. There are, however, major weaknesses in the traditional discretionary access controls built into the standards and products. SQL’89 is incomplete and omits revocation of privileges and control over creation of new relations and views. SQL’92 fixes some of these shortcomings. In the meantime such vendors as Oracle have developed RBAC; other vendors, such as Informix, have started delivering products incorporating mandatory access controls for multilevel security. There is a recognition that SQL needs to evolve to take some of these developments into consideration. If it does, stronger and better access controls can be expected in future products.

Section 1-3
Access Control Administration 
Chapter 1-3-1
Implementation of Access Controls 
Stanley Kurzban
The decision of which access controls to implement is based on organizational policy and on two generally accepted standards of practice: separation of duties and least privilege. For controls to be accepted and, therefore, used effectively, they must not disrupt the usual work flow more than is necessary or place too many burdens on administrators, auditors, or authorized users.

To ensure that access controls adequately protect all of the organization’s resources, it may be necessary to first categorize the resources. This chapter addresses this process and the various models of access controls. Methods of providing controls over unattended sessions are also discussed, and administration and implementation of access controls are examined.

CATEGORIZING RESOURCES
Policies establish levels of sensitivity (e.g., top secret, secret, confidential, and unclassified) for data and other resources. These levels should be used for guidance on the proper procedures for handling data — for example, instructions not to copy. They may be used as a basis for access control decisions as well. In this case, individuals are granted access to only those resources at or below a specific level of sensitivity. Labels are used to indicate the sensitivity level of electronically stored documents.

In addition, the access control policy may be based on compartmentalization of resources. For example, access controls may all relate to a particular project or to a particular field of endeavor (e.g., technical R&D or military intelligence). Implementation of the access controls may involve either single compartments or combinations of them. These units of involvement are called categories, though the term “compartment” and “category” are often used interchangeably. Neither term applies to restrictions on handling of data. Individuals may need authorization to all categories associated with a resource to be entitled access to it (as is the case in the U.S. government’s classification scheme) or to any one of the categories (as is more representative of how other organizations work).

The access control policy may distinguish among types of access as well. For example, only system maintenance personnel may be authorized to modify system libraries, but many if not all other users may be authorized to execute programs from those libraries. Billing personnel may be authorized to read credit files, but modification of such files may be restricted to those responsible for compiling credit data. Files with test data may be created only by testing personnel, but developers may be allowed to read and perhaps even modify such files.

One advantage of the use of sensitivity levels is that it allows security measures, which can be expensive, to be used selectively. For example, only for top-secret files might:

•  The contents be zeroed after the file is deleted to prevent scavenging of a new file. 

•  Successful as well as unsuccessful requests for access be logged for later scrutiny, if necessary. 

•  Unsuccessful requests for access be reported on paper or in real-time to security personnel for action. 

Although the use of sensitivity levels may be costly, it affords protection that is otherwise unavailable and may well be cost-justified in many organizations.

MANDATORY AND DISCRETIONARY ACCESS CONTROLS
Policy-based controls may be characterized as either mandatory or discretionary. With mandatory controls, only administrators and not owners of resources may make decisions that bear on or derive from policy. Only an administrator may change the category of a resource, and no one may grant a right of access that is explicitly forbidden in the access control policy.

Access controls that are not based on the policy are characterized as discretionary controls by the U.S. government and as need-to-know controls by other organizations. The latter term connotes least privilege — those who may read an item of data are precisely those whose tasks entail the need.

It is important to note that mandatory controls are prohibitive (i.e., all that is not expressly permitted is forbidden), not only permissive. Only within that context do discretionary controls operate, prohibiting still more access with the same exclusionary principle.

Discretionary access controls can extend beyond limiting which subjects can gain what type of access to which objects. Administrators can limit access to certain times of day or days of the week. Typically, the period during which access would be permitted is 9 a.m. to 5 p.m. Monday through Friday. Such a limitation is designed to ensure that access takes place only when supervisory personnel are present, to discourage unauthorized use of data. Further, subjects’ rights to access might be suspended when they are on vacation or leave of absence. When subjects leave an organization altogether, their rights must be terminated rather than merely suspended.

Supervision may be ensured by restricting access to certain sources of requests. For example, access to some resources might be granted only if the request comes from a job or session associated with a particular program, (e.g., the master PAYROLL program), a subsystem (e.g., CICS or IMS), ports, (e.g., the terminals in the area to which only bank tellers have physical access), type of port (e.g., hard-wired rather than dial-up lines), or telephone number. Restrictions based on telephone numbers help prevent access by unauthorized callers and involve callback mechanisms.

Restricting access on the basis of particular programs is a useful approach. To the extent that a given program incorporates the controls that administrators wish to exercise, undesired activity is absolutely prevented at whatever granularity the program can treat. An accounts-payable program, for example, can ensure that all the operations involved in the payment of a bill are performed consistently, with like amounts both debited and credited from the two accounts involved. If the program, which may be a higher-level entity, controls everything the user sees during a session through menus of choices, it may even be impossible for the user to try to perform any unauthorized act.

Program development provides an apt context for examination of the interplay of controls. Proprietary software under development may have a level of sensitivity that is higher than that of leased software that is being tailored for use by an organization. Mandatory policies should:

•  Allow only the applications programmers involved to have access to application programs under development. 

•  Allow only systems programmers to have access to system programs under development. 

•  Allow only librarians to have write access to system and application libraries. 

•  Allow access to live data only through programs that are in application libraries. 

Discretionary access control, on the other hand, should grant only planners access to the schedule data associated with various projects and should allow access to test cases for specific functions only to those whose work involves those functions.

When systems enforce mandatory access control policies, they must distinguish between these and the discretionary policies that offer flexibility. This must be ensured during object creation, classification downgrading, and labeling, as discussed in the following sections.

Object Creation
When a new object is created, there must be no doubt about who is permitted what type of access to it. The creating job or session may specify the information explicitly; however, because it acts on behalf of someone who may not be an administrator, it must not contravene the mandatory policies. Therefore, the newly created object must assume the sensitivity of the data it contains. If the data has been collected from sources with diverse characteristics, the exclusionary nature of the mandatory policy requires that the new object assume the characteristics of the most sensitive object from which its data derives.

Downgrading Data Classifications
Downgrading of data classifications must be effected by an administrator. Because a job or session may act on behalf of one who is not an administrator, it must not be able to downgrade data classifications. Ensuring that new objects assume the characteristics of the most sensitive object from which its data derives is one safeguard that serves this purpose. Another safeguard concerns the output of a job or session — the output must never be written into an object below the most sensitive level of the job or session being used. This is true even though the data involved may have a sensitivity well below the job or session’s level of sensitivity, because tracking individual data is not always possible. This may seem like an impractically harsh precaution; however, even the best-intentioned users may be duped by a Trojan horse that acts with their authority.

Outside the Department of Defense’s (DoD’s) sphere, all those who may read data are routinely accorded the privilege of downgrading their classification by storing that data in a file of lower sensitivity. This is possible largely because aggregations of data may be more sensitive than the individual items of data among them. Where civil law applies, de facto upgrading, which is specifically sanctioned by DoD regulations, may be the more serious consideration. For example, courts may treat the theft of secret data lightly if notices of washroom repair are labeled secret. Nonetheless, no one has ever written of safeguards against de facto upgrading.

Labeling
When output from a job or session is physical rather than magnetic or electronic, it must bear a label that describes its sensitivity so that people can handle it in accordance with applicable policies. Although labels might be voluminous and therefore annoying in a physical sense, even a single label can create serious problems if it is misplaced.

For example, a program written with no regard for labels may place data at any point on its output medium — for example, a printed page. A label arbitrarily placed on that page at a fixed position might overlay valuable data, causing more harm than the label could be expected to prevent. Placing the label in a free space of adequate size, even if there is one, does not serve the purpose because one may not know where to look for it and a false label may appear elsewhere on the page.

Because labeling each page of output poses such difficult problems, labeling entire print files is especially important. Although it is easy enough to precede and follow a print file with a page that describes it, protecting against counterfeiting of such a page requires more extensive measures. For example, a person may produce a page in the middle of an output file that appears to terminate that file. This person may then be able to simulate the appearance of a totally separate, misleadingly labeled file following the counterfeit page. If header and trailer pages contain a matching random number that is unpredictable and unavailable to jobs, this type of counterfeiting is impossible.

Discussions of labels usually focus on labels that reflect sensitivity to observation by unauthorized individuals, but labels can reflect sensitivity to physical loss as well. For example, ensuring that a particular file or document will always be available may be at least as important as ensuring that only authorized users can access that file or document. All the considerations discussed in this section in the context of confidentiality apply as well to availability.

ACCESS CONTROL MODELS
To permit rigorous study of access control policies, models of various policies have been developed. Early work was based on detailed definitions of policies in place in the U.S. government, but later models have addressed commercial concerns. The following sections contain the overviews of several models.

Lattice Models
In a lattice model, every resource and every user of a resource is associated with one of an ordered set of classes. The classes stemmed from the military designations top secret, secret, confidential, and unclassified. Resources associated with a particular class maybe used only by those whose associated class is as high as or higher than that of the resources. This scheme’s applicability to governmentally classified data is obvious; however, its application in commercial environments may also be appropriate.

The Bell-LaPadula Model
The lattice model took no account of the threat that might be posed by a Trojan horse lurking in a program used by people associated with a particular class that, unknown to them, copies information into a resource with a lower access level. In governmental terms, the Trojan horse would be said to effect de facto downgrading of classification. Despite the fact that there is no evidence that anyone has ever suffered a significant loss as a result of such an attack, such an attack would be very unattractive and several in the field are rightly concerned about it. Bell and LaPadula devised a model that took such an attack into account.

The Bell-LaPadula model prevents users and processes from reading above their security level, as does the lattice model (i.e., it asserts that processes with a given classification cannot read data associated with a higher classification). In addition, however, it prevents processes with any given classification from writing data associated with a lower classification. Although some might feel that the ability to write below the process’s classification is a necessary function — placing data that is not sensitive, though contained in a sensitive document, into a less sensitive file so that it could be available to people who need to see it — DoD experts gave so much weight to the threat of de facto downgrading that it felt the model had to preclude it. All work sponsored by the National Computer Security Center (NCSC) has employed this model.

The term “higher”, in this context, connotes more than a higher classification — it also connotes a superset of all resource categories. In asserting the Bell-LaPadula model’s applicability to commercial data processing, Lipner omits mention of the fact that the requirement for a superset of categories may not be appropriate outside governmental circles.

Considerable nomenclature has arisen in the context of the Bell-LaPadula model. The read restriction is referred to as the simple security property. The write restriction is referred to as the star property, because the asterisk used as a place-holder until the property was given a more formal name was never replaced.

The Biba Model
In studying the two properties of the Bell-LaPadula model, Biba discovered a plausible notion of integrity, which he defined as prevention of unauthorized modification. The resulting Biba integrity model states that maintenance of integrity requires that data not flow from a receptacle of given integrity to a receptacle of higher integrity. For example, if a process can write above its security level, trustworthy data could be contaminated by the addition of less trustworthy data.

The Take-Grant Model
Although auditors must be concerned with who is authorized to make what type of access to what data, they should also be concerned about what types of access to what data might become authorized without administrative intervention. This assumes that some people who are not administrators are authorized to grant authorization to others, as is the case when there are discretionary access controls. The take-grant model provides a mathematical framework for studying the results of revoking and granting authorization. As such, it is a useful analytical tool for auditors.

The Clark-Wilson Model
Wilson and Clark were among the many who had observed by 1987 that academic work on models for access control emphasized data’s confidentiality rather than its integrity (i.e., the work exhibited greater concern for unauthorized observation than for unauthorized modification). Accordingly, they attempted to redress what they saw as a military view that differed markedly from a commercial one. In fact, however, what they considered a military view was not pervasive in the military.

The Clark-Wilson model consists of subject/program/object triples and rules about data, application programs, and triples. The following sections discuss the triples and rules in more detail.

Triples
All formal access control models that predate the Clark-Wilson model treat an ordered subject/object pair — that is, a user and an item or collection of data, with respect to a fixed relationship (e.g., read or write) between the two. Clark and Wilson recognized that the relationship can be implemented by an arbitrary program. Accordingly, they treat an ordered subject/program/object triple. They use the term “transformational procedure” for program to make it clear that the program has integrity-relevance because it modifies or transforms data according to a rule or procedure. Data that transformational procedures modify are called constrained data items because they are constrained in the sense that only transformational procedures may modify them and that integrity verification procedures exercise constraints on them to ensure that they have certain properties, of which consistency and conformance to the real world are two of the most significant. Unconstrained data items are all other data, chiefly the keyed input to transformational procedures.

Once subjects have been constrained so that they can gain access to objects only through specified transformational procedures, the transformational procedures can be embedded with whatever logic is needed to effect limitation of privilege and separation of duties. The transformational procedures can themselves control access of subjects to objects at a level of granularity finer than that available to the system. What is more, they can exercise finer controls (e.g., reasonableness and consistency checks on unconstrained data items) for such purposes as double-entry bookkeeping, thus making sure that whatever is subtracted from one account is added to another so that assets are conserved in transactions.

Rules
To ensure that integrity is attained and preserved, Clark and Wilson assert, certain integrity-monitoring and integrity-preserving rules are needed. Integrity-monitoring rules are called certification rules, and integrity-preserving rules are called enforcement rules.

These certification rules address the following notions:

•  Constrained data items are consistent. 

•  Transformational procedures act validly. 

•  Duties are separated. 

•  Accesses are logged. 

•  Unconstrained data items are validated. 

The enforcement rules specify how the integrity of constrained data items and triples must be maintained and require that subjects’ identities be authenticated, that triples be carefully managed, and that transformational procedures be executed serially and not in parallel.

Of all the models discussed, only Clark-Wilson contains elements that relate to the functions that characterize leading access control products. Unified access control generalizes notions of access rules and access types to permit description of a wide variety of access control policies.

UNATTENDED SESSIONS
Another type of access control deals with unattended sessions. Users cannot spend many hours continuously interacting with computers from the same port; everyone needs a break every so often. If resource-oriented passwords are not used, systems must associate all the acts of a session with the person who initiated it. If the session persists while its inhibitor takes a break, another person could come along and do something in that session with its initiator’s authority. This would constitute a violation of security. Therefore, users must be discouraged from leaving their computers logged on when they are away from their workstations.

If administrators want users to attend their sessions, it is necessary to:

•  Make it easy for people to interrupt and resume their work. 

•  Have the system try to detect absences and protect the session. 

•  Facilitate physical protection of the medium while it is unattended. 

•  Implement strictly human controls (e.g., training and surveillance of personnel to identify offenders). 

There would be no unattended sessions if users logged off every time they left their ports. Most users do not do this because then they must log back on, and the log-on process of a typical system is neither simple nor fast. To compensate for this deficiency, some organizations use expedited log-on/log-off programs, also called suspend programs. Suspend programs do not sever any part of the physical or logical connection between a port and a host; rather, they sever the connection-maintaining resources of the host so that the port is put in a suspended state. The port can be released from suspended state only by the provision of a password or other identity-validation mechanism. Because this is more convenient for users, organizations hope that it will encourage employees to use it rather than leave their sessions unattended.

The lock function of UNIX is an example of a suspend program. Users can enter a password when suspending a session and resume it by simply reentering the same password. The password should not be the user’s log-on password because an intruder could start a new session during the user’s absence and run a program that would simulate the lock function, then read the user’s resume password and store it in one of the intruder’s own files before simulating a session-terminating failure.

Another way to prevent unattended sessions is to chain users to their sessions. For example, if a port is in an office that has a door that locks whenever it is released and only one person has a key to each door, it may not be necessary to have a system mechanism. If artifacts are used for verifying identities and the artifacts must be worn by their owners (e.g., similar to the identification badges in sensitive government buildings), extraction of the artifact can trigger automatic termination of a session. In more common environments, the best solution may be some variation of the following:

•  If five minutes elapse with no signal from the port, a bell or other device sounds. 

•  If another half-minute elapses with no signal, automatic termination of the session, called time-out, occurs. 

A system might automatically terminate a session if a user takes no action for a time interval specified by the administrator (e.g., five minutes). Such a measure is fraught with hazards, however. For example, users locked out (i.e., prevented from acting in any way the system can sense) by long-running processes will find their sessions needlessly terminated. In addition, users may circumvent the control by simulating an action, under program control, frequently enough to avoid session termination. If the system issues no audible alarm a few seconds before termination, sessions may be terminated while users remain present. On the other hand, such an alarm may be annoying to some users. In any case, the control may greatly annoy users, doing more harm to the organization than good.

Physical protection is easier if users can simply turn a key, which they then carry with them on a break, to render an input medium and the user’s session invulnerable. If that is impossible, an office’s lockable door can serve the same purpose. Perhaps best for any situation is a door that always swings shut and locks when it is not being held open.

ADMINISTRATION OF CONTROLS
Administration of access controls involves the creation and maintenance of access control rules. It is a vital concern because if this type of administration is difficult, it is certain to be done poorly. The keys to effective administration are:

•  Expressing rules as economically and as naturally as possible. 

•  Remaining ignorant of as many irrelevant distinctions as possible. 

•  Reducing the administrative scope to manageable jurisdictions (i.e., decentralization). 

Rules can be economically expressed through use of grouping mechanisms. Administrator interfaces ensure that administrators do not have to deal with irrelevant distinctions and help reduce the administrative scope. The following sections discuss grouping and administrator interfaces.

Grouping Subjects and Objects
Reducing what must be said involves two aspects: grouping objects and grouping subjects. The resource categories represent one way of grouping objects. Another mechanism is naming. For example, all of a user’s private objects may bear the user’s own name within their identifiers. In that case, a single rule that states that a user may have all types of access to all of that user’s own private objects may take the place of thousands or even millions of separate statements of access permission. Still another way that objects are grouped is by their types; in this case, administrators can categorize all volumes of magnetic tape or all CICS transactions. Still other methods of grouping objects are by device, directory, and library.

When subject groupings match categories, many permissions may be subsumed in a single rule that grants groups all or selected types of access to resources of specific categories. For various administrative purposes, however, groups may not represent categories; rather, they must represent organizational departments or other groupings (e.g., projects) that are not categories. Although subject grouping runs counter to the assignment-of-privilege standard, identity-based access control redresses the balance.

Whenever there are groups of subjects or objects, efficiency requires a way to make exceptions. For example, 10 individuals may have access to 10 resources. Without aggregation, an administrator must make 10 times 10 (or 100) statements to tell the system about each person’s rights to access each object. With groups, only 21 statements are needed: one to identify each member of the group of subjects, one to identify each member of the group of objects, and one to specify the subjects’ right of access to the objects. Suppose, however, that one subject lacks one right that the others have. If exceptions cannot be specified, either the subject or the object must be excluded from a group and nine more statements must be made. If an overriding exception can be made, it is all that must be added to the other 21 statements. Although exceptions complicate processing, only the computer need be aware of this complication.

Additional grouping mechanisms may be superimposed on the subject and object groupings. For example, sets of privileges may be associated with individuals who are grouped by being identified as, for example, auditors, security administrators, operators, or data base administrators.

Administrator Interfaces
To remain ignorant of irrelevant distinctions, administrators must have a coherent and consistent interface. What the interface is consistent with depends on the administrative context. If administrators deal with multiple subsystems, a single product can provide administrators with a single interface that hides the multiplicity of subsystems for which they supply administrative data. On the other hand, if administrators deal with single subsystems, the subsystem itself or a subsystem-specific product can provide administrators with an interface that makes administrative and other functions available to them.

The administrative burden can be kept within tolerable bounds if each administrator is responsible for only a reasonable number of individuals and functions. Functional distribution might focus on subsystems or types of resources (e.g., media or programs). When functional distribution is inadequate, decentralization is vital. With decentralized administration, each administrator may be responsible for one or more departments of an organization. In sum, effective control of access is the implementation of the policy’s rules and implications to ensure that, within cost/benefit constraints, the principles of separation of duties and least privilege are upheld.

IMPLEMENTING CONTROLS
Every time a request for access to type of protected resource occurs in a job or session, an access control decision must be made. That decision must implement management’s wishes, as recorded by administrators. The program that makes the decisions has been called a reference monitor because the job or session is said to refer to a protected resource and the decision is seen as a monitoring of the references.

Although the reference monitor is defined by its function rather than by its embodiment, it is convenient to think of it as a single program. For each type of object, there is a program, called a resource manager, that must be involved in every access to each object of that type. The resource manager uses the reference monitor as an arbiter of whether to grant or deny each set of requests for access to any object of a type that it protects.

In a data base management system (DBMS) that is responding to a request for a single field, the DBMS’s view-management routines act as a reference monitor. More conventional is the case of binding to a view, whereby the DBMS typically uses an external, multipurpose reference monitor to decide whether to grant or deny the job or session access to use the view.

Whatever the reference monitor’s structure, it must collect, store, and use administrators’ specifications of what access is to be granted. The information is essentially a simple function involving types of access permitted as defined on two fields of variables (i.e., subjects or people and objects or resources), efficient storage of the data, and the function’s values. However, this function poses a complex problem.

Much of what administrators specify should be stated tersely, using an abbreviated version of many values of the function. Efficient storage of the information can mirror its statement. Indeed, this is true in the implementation of every general access control product. Simply mirroring the administrator-supplied rules is not enough, however. The stored version must be susceptible to efficient processing so that access control decisions can be made efficiently. This virtually requires that the rules be stored in a form that permits the subject’s and object’s names to be used as direct indexes to the rules that specify what access is permitted. Each product provides an instructive example of how this may be done.

Because rules take advantage of generalizations, however, they are inevitably less than optimum when generalizations are few. A rule that treats but one subject and one object would be an inefficient repository for a very small amount of information — the type of access permitted in this one case.

Access control information can be viewed as a matrix with rows representing the subjects, and columns representing the objects. The access that the subject is permitted to the object is shown in the body of the matrix. For example, in the matrix in Exhibit 1, the letter at an intersection of a row and a column indicates what type of access the subject may make to the object. Because least privilege is a primary goal of access control, most cells of the matrix will be empty, meaning that no access is allowed. When most of the cells are empty, the matrix is said to be sparse.
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  Exhibit 1. Access Control Matrix

Storage of every cell’s contents is not efficient if the matrix is sparse. Therefore, access control products store either the columns or the rows, as represented in Exhibits 2 and 3, which show storage of the matrix in Exhibit 1.

In Exhibit 2, a user called UACC, RACF’s term for universal access, represents all users whose names do not explicitly appear in the access control lists represented in the matrix in Exhibit 1. The type of access associated with UACC is usually none, indicated by an N. In addition, groups are used to represent sets of users with the same access rights for the object in question. For example, for objects B and C, GP1 (i.e., group 1) represents Alex, Brook, Chris, and Denny. Descriptions of the groups are stored separately. The grouping mechanisms reduce the amount of information that must be stored in the access control lists and the amount of keying a security administrator must do to specify all the permissions.
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Exhibit 2.  List-Based Storage of Access Controls

Exhibit 2 shows access control storage based on the columns (i.e., the lists of users whose authorized type of access to each object is recorded), called list-based storage. Unlisted users need not be denied all access. In many cases, most users are authorized some access — for example, execute or read access to the system’s language processors — and only a few will be granted more or less authority — for example, either write or no access. An indicator in or with the list (e.g., UACC in RACF) may indicate the default type of access for the resource. List-based control is efficient because it contains only the exceptions.

Exhibit 3 shows access control storage based on the rows (i.e., the lists of objects to which the user is authorized to gain specified types of access), called ticket-based or capability-based storage. The latter term refers to rigorously defined constructs, called capabilities, that define both an object and one or more types of some access permitted to it. Capabilities may be defined by hardware or by software. The many implications of capabilities are beyond the scope of this chapter. Any pure ticket-based scheme has the disadvantage that it lacks the efficiency of a default access type per object. This problem can be alleviated, however, by grouping capabilities in shared catalogs and by grafting some list-based control onto a ticket-based scheme.
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Exhibit 3.  Ticket-Based Storage of Access Controls

SUMMARY
Effective application security controls spring from such standards as least privilege and separation of duties. These controls must be precise and effective, but no more precise or granular than considerations of cost and value dictate. At the same time, they must place minimal burdens on administrators, auditors, and legitimate users of the system.

Controls must be built on a firm foundation of organizational policies. Although all organizations probably need the type of policy that predominates in the commercial environment, some require the more stringent type of policy that the U.S. government uses, which places additional controls on use of systems.

Chapter 1-3-2
Implementing Kerberos in Distributed Systems 
Ray Kaplan
Joe Kovara
Glen Zorn
One of the most significant problems in securing distributed systems is authentication. This is, ensuring that the parties to a conversation — possibly separated by a wide area network and traversing untrusted systems and communications paths — are who they claim to be. Kerberos is currently the de facto standard for authentication in large, heterogenous network environments.

Kerberos has been in production for more than six years in one of the world’s most challenging open systems environments — Project Athena at MIT.1 Kerberos is the backbone of network security for Project Athena, where it protects more than 10,000 users accessing thousands of workstations and hundreds of servers. Kerberos protects thousands of sessions and tens of thousands of mail messages per day. As such, Kerberos is arguably the best-tested, most scrutinized authentication protocol in widespread use today.



1Project Athena is a model of “next-generation distributed computing” in the academic environment. It began in 1983 as an eight-year project with DEC and IBM as its major industrial sponsors. Their pioneering model is based on client-server technology and it includes such innovations as authentication based on Kerberos and X Windows. An excellent reference — George Champine, MIT Project Athena, A Model for Distributed Campus Computing, Digital Press, 1991. 



HISTORY OF DEVELOPMENT
Many of the ideas for Kerberos originated in a discussion of how to use encryption for authentication in large networks that was published in 1978 by Roger Needham and Michael Schroeder.2 Other early ideas can be attributed to continuing work by the security community, such as Dorothy Denning and Giovanni Sacco’s work on the use of time stamps in key distribution protocols.3 Kerberos was designed and implemented in the mid-1980s as part of MIT’s Project Athena. The original design and implementation of the first four versions of Kerberos were done by MIT Project Athena members Steve Miller (Digital Equipment Corp.) and Clifford Neuman, along with Jerome Salzer (Project Athena technical director) and Jeff Schiller (MIT campus network manager).



2Needham, R.M. and Schroeder, M., Using encryption for authentication in large networks of computers, Communications of the ACM 21 (December 1978), pp. 993–999. 
3Denning, D.E. and Sacco, G.M., “Timestamps in key distribution protocols, Communications of the ACM 24 (August 1981), pp. 533–536. 



Kerberos versions 1 through 3 were internal development versions and, since its public release in 1989, version 4 of Kerberos has seen wide use in the Internet community. In 1990, John Kohl (Digital Equipment Corp.) and Clifford Neuman (University of Washington at that time and now with the Information Sciences Institute at the University of Southern California) presented a design for version 5 of the protocol based on input from many of those familiar with the limitations of version 4. Currently, Kerberos versions 4 and 5 are available from several sources, including both freely distributed versions (subject to export restrictions) and fully supported commercial versions.

FUNCTIONAL OVERVIEW
Kerberos is an authentication protocol that has been built into a system that provides networkwide security services. Kerberos can solve many of the security problems of large, heterogeneous networks, including mutual authentication between clients and servers. The basic idea behind Kerberos is that a trusted third party (the Kerberos security server) provides a means by which constituents of the network (principals) can trust each other. These principals may be any hardware or software that communicates across the network. In addition to authentication, Kerberos offers both privacy and integrity for network messages.

There is considerable detail in describing how Kerberos works, and the actual exchanges that take place over the network are a bit complicated. However, the basic idea is quite straightforward and follows this five-step process:

1.  On behalf of a user (or surrogate, such as a program), a Kerberos client program in the user’s workstation asserts the user’s identity to the Kerberos server and verifies it locally on the workstation. 

2.  Kerberos client software on the workstation asks the Kerberos security server for the credentials necessary to use the service that the user requested. 

3.  The Kerberos security server sends the user’s credentials for the requested service to the Kerberos client where they are cached. 

4.  A client application on the workstation picks up the user’s credentials from the workstation’s credential cache for that user and presents them to the application server that it wants to use. 

5.  The application server authenticates the client application to the service that the user requested and the server delivers the requested services. 

Exhibit 1 illustrates how this works.
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Exhibit 1.  Kerberos Authentication Process

SCOPE OF SECURITY SERVICES
In his treatise on distributed systems security, Morrie Gasser4 categorizes the security services that a distributed system can provide for its users and applications as: secure channels, authentication, confidentiality, integrity, access control, non-repudiation, and availability.



4Gasser, M., Security in distributed systems, in Recent Developments in Telecommunications, North-Holland, Amsterdam, The Netherlands; Elsevier Science Publishers, 1992, pp. 145–228. 



Secure Channels
A secure channel provides integrity and confidentiality services to communicating principals. Kerberos offers these services.

Integrity
An integrity service allows principals to determine if the message stream between them has been modified in an unauthorized manner. The Kerberos safe message includes a checksum that is used as an integrity check. Each principal in the Kerberos safe message exchange separately derives this checksum from the message using one of several available algorithms. The algorithms include a one-way message digest hash that has cryptographic strength. The nature of such a checksum is that it cannot be adjusted to conceal a change to the message.

Confidentiality
A confidentiality service is designed to counter passive wire-tapping by restricting the availability of message traffic to an authorized set of principals. The traffic itself and both source and destination addresses of the traffic are of interest. Obviously, the traffic itself can contain confidential information. In particular, Kerberos is specifically designed to minimize the transmission of passwords over the network and encrypt passwords under those few conditions when they are transmitted over the network. Kerberos also provides encryption of an application’s message data if the application desires it.

Network addresses and traffic volume may be used to infer information. Consider that an increase in the traffic between two business partners may predict a merger. The Kerberos private message provides protection for message traffic between principals using the bulk data encryption technology such as the Data Encryption Standard (DES). Kerberos does not provide a defense against traffic analysis.

Authentication
An authentication service permits one principal to determine that the identity of another principal is genuine as represented. It is often important for both sides of an exchange to mutually authenticate. Kerberos currently uses a trusted third party (the Kerberos authentication server) to mediate the exchange of shared secrets between principals in order to authenticate principals to one another.

Access Control
An access control service protects information from disclosure or modification in an unauthorized manner by controlling which principals are granted access. Kerberos does not directly offer this service, although the protocol provides for the inclusion and protection of access control information in messages for use by applications and operating systems.

Nonrepudiation
Nonrepudiation services offer proof to the sender that information was delivered and proof to the recipient as to the origin of the information. Typically, such proof is used by an arbitrator to settle a repudiation-based dispute. For instance, in the case of E-mail between two people or electronic funds transfer between two business entities, a court of law would be the arbitrator that adjudicates repudiation-based disputes that arise. Kerberos offers the basic authentication and integrity services from which a nonrepudiation service could be built. Kerberos does not offer the arbitration services that are required for the complete implementation of such a service.

Availability
Availability services provide an expected level of performance and availability such as error-free bandwidth. Perhaps the best example of an availability problem is a denial of service attack. Consider someone simply disconnecting the cable that connects a network segment to its router. Kerberos does not offer any services to deal with this set of problems.

Summing up, Kerberos is an authentication protocol that has been extended to offer privacy and integrity of network messages. It does not offer protection against traffic analysis or availability services. Since it does offer authentication services, it can serve as a platform on which to build access control and non-repudiation.

APPLYING KERBEROS
The best way to think about Kerberos is as a suite of security services. An individual or program that wants to use Kerberos services must make explicit calls in order to obtain those services. A typical scenario is a user sitting at a workstation who wants to use an application that requires the user to first authenticate himself or herself to the application using Kerberos before the application will respond. First, the user runs a Kerberos utility on the workstation called kinit. Kinit obtains the user’s Kerberos credentials from the Kerberos Authentication Server (AS) and caches them on the user’s workstation. The user’s credentials are now available for any application that demands them.

Here is how this looks for version 4 of Kerberos from MIT under UNIX:

     % kinit

     Zippy Corporation (node 1.zippy.com)

     Kerberos initialization

     kerberos name: george

     Password: a-good-password

     %

For a commercial implementation of version 5 of Kerberos under UNIX, this might look like:

     % kinit

     Password for george@zippy.com: a-good-password

     %

Under VMS, the same operation for version 4 of Kerberos might look like:

     $ KINIT

     Kerberos initialization for “george”

     kerberos name: george

     Password: a-good-password

     $

There are several players in a Kerberos authentication scheme: principals, an AS, and a ticket granting service (TGS). Principals are entities that use Kerberos security services. Principals can be human users or programs — typically users who are logged in at their workstations or the server-based applications that they want to use across the network. The functions of the AS and TGS are usually run on the same machine. This combination of services has come to be called a key distribution center (KDC). (This nomenclature is unfortunate; in cryptographic parlance, a KDC is a center established for the purpose of providing keys to the parties that wish to communicate.) The Kerberos KDC provides a means for authentication between principals.

The details of the Kerberos authentication exchange are simple, robust, and elegant — although not necessarily intuitive. The Kerberos principal asserts its identity by sending a clear text string to the AS. The AS provides Kerberos with credentials for that principal in answer to that request. However, before sending these credentials to the requesting principal, the AS encrypts them with a secret that is shared between the principal and Kerberos. This shared secret is the principal’s Kerberos password, which is held in encrypted form in the key distribution center’s data base. Once on the principal’s workstation, these credentials are decrypted with a password that the user provides to the Kerberos client. If the principal can decrypt these credentials provided by the AS, the principal can use them. If the principal cannot decrypt these credentials provided by the AS, the principal cannot successfully use them. Thus, the initial authentication of a principal happens on the client workstation — not on the Kerberos security server.

This design has two very important features. First, because the principal asserts its identity using a clear test string and the AS encrypts the principal’s credentials before it sends them back to the principal, authentication requires that no passwords ever be sent over the network — in clear text or encrypted. A wiretapper looking at the Kerberos initialization transaction would only see two messages, both of which are useless to the attacker:

•  A clear text string going from the principal to the KDC, saying “Hello, my name is George.” 

•  An incomprehensible (encrypted) text string from the KDC to the principal. 

The ticket that the AS sends in response to the client’s assertion of identity does not contain the client’s encrypted password, but the ticket itself is encrypted with it. Therefore, the client workstation can decrypt it using the password that the user types. Consequently, the user’s password only resides on the workstation for the very short period that it takes to decrypt the initial credentials.

Second, because the Kerberos client uses a password that it obtains from the user on his or her own workstation to decrypt the credentials from the AS, another user at another workstation cannot impersonate the legitimate one. Credentials are useless unless they can be decrypted, and the only way to decrypt them is to know the principal’s password.

Kerberos credentials are authenticators called tickets. The authenticator that is exchanged between the principal and the AS in the Kerberos initialization sequence is called a ticket granting ticket (TGT). The TGT is so named because it is used to obtain tickets for various services the principal may wish to access. The TGT simply provides proof in subsequent requests for services without the user having to reauthenticate (e.g., type in the password again). This initial Kerberos exchange is summarized in Exhibit 2.
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Exhibit 2.  The Initial Kerberos Exchange

At the conclusion of this initial exchange, the client workstation holds a TGT for the client principal. From this point on, these Kerberos credentials are cached on the user’s workstation. TGTs are used to obtain additional credentials specifically for each server application that the client principal wants to use. These service-specific credentials are called application service tickets, and they are obtained from the aforementioned Kerberos TGS.

Finally, these application service tickets are used by the client principal to authenticate itself to a server principal when it wants to use the Kerberos-authenticated service that a particular server principal is offering. Once activated, the client program transparently handles all other transactions with Kerberos and the application server.

Client principals authenticate themselves to their servers with service tickets that they obtain from the Kerberos TGS on behalf of their user, based on the TGT that was obtained by the user when they initialized Kerberos. This process is summarized in Exhibit 3.
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Exhibit 3.  Obtaining an Application Service Ticket from Kerberos

Except for having to run kinit to obtain the initial TGT, enter the Kerberos password, and start the desired application client, Kerberos is transparent from the user’s point of view. It is possible to embed the functions of kinit (getting the TGT from Kerberos) in the workstation’s login sequence such that everything except the entry of the user’s password is transparent. In fact, a smart card or authentication token can be integrated with both Kerberos and the client workstation. In such a scenario, all users have to do is insert their tokens into their workstations. The tight integration of these pieces would allow the authentication sequence and the desired application to be activated automatically. Coupled with good security management of the workstation and the KDC, these basic features provide simple and robust security.

Client principals — be they the client side of applications or such native operating system utilities as UNIX login or telnet — must explicitly call for Kerberos services. In the public domain versions of Kerberos, applications use Kerberos services by calling Kerberos library functions. Some commercial implementations of Kerberos version 5 incorporate the generic security services applications programming interface (GSSAPI) as its standard application programming interface. Digital Equipment Corp. put forth this interface as a standard for security services. The GSSAPI is being considered by the Common Authentication Technology Working Group of the Internet Engineering Task Force as a standard for the Internet community. As outlined in the example of how the Kerberos protocol works, a client would use a sequence of GSSAPI calls to authenticate itself to an application server. Such a sequence of calls using the GSSAPI might look like this:

    gss_acquire_cred

    Obtain Kerberos credentials (i.e., a token, called a ticket).

    gss_init_sec_context

    Initialize the client’s security context loop here, wait for success; then pass

    the Kerberos token (ticket) to the named server and start to consume appli

    cation services.

When incorporated into an existing production environment, Kerberos is not transparent. Each client or application server that wants to use Kerberos services must have calls to those services included in its code. As with any other security-related coding, this “kerberization” must be done based on sound applications design and discipline to ensure that it is done properly.

Currently, a few operating system vendors include Kerberos in the software that they ship. Third-party Kerberos suppliers provide Kerberos libraries and modify or rewrite standard operating system utilities to “kerberize” them. The convention in such operating systems as UNIX is that kerberized programs simply replace standard utilities, and users see no difference in the commands that they type. In some implementations for such operating systems as VMS, the standard commands are modified to include instructions that specify Kerberos (e.g., telnet/authorization = Kerberos). In other Kerberos implementations, the standard operating system utilities are actually replaced with appropriately named kerberized counterparts such as ktelnet. Finally, in such operating system implementations as Kerberos for Microsoft Windows, Macintosh, and Next’s NextStep, programs may actually have their own graphical user interfaces, just as would any other program in that environment. In these cases, a user just clicks on the appropriate icon.

For example, in a typical kerberized Windows environment, a user would simply click on the desired application icon to activate it after the user’s Kerberos password had been entered. From there on, the application program handles the authentication in cooperation with Kerberos behind the scenes. An environment in which users only need to enter their passwords once has fostered the idea that Kerberos is a single-sign-on system. However, Kerberos can only provide this seemless access to kerberized applications. If workstation users must use many different nonkerberized applications that require them to log on with individual passwords, the addition of Kerberos to their workstation environment alone will not change things. Again, each application must be kerberized.

TECHNICAL ISSUES
The success of a Kerberos implementation depends on how carefully it is designed and how completely it is planned. Lack of these two critical elements is the major reason that the implementation of any security scheme fails. A detailed consideration of the authentication mechanism itself (e.g., what it is, how it works, how to use it, how to apply it, and its weaknesses) is important. A number of details may need to be addressed. These include: the topology of the network; the placement of authentication in the protocol stack; the use and availability of network services (such as time and naming); and the relative security of the basic network infrastructure. Understanding these details is a prerequisite to proper operation, performance, and administration of Kerberos.

Protocol Placement
In Exhibit 4, network segments A (which connects the primary KDC management capability to the KDC), and B (which connects other mission critical applications) may be more critical than network segments D and E (which connect relatively less important applications). Therefore, network segments A and B need to be carefully engineered, perhaps more so than network segments D and E. (As a reminder, Kerberos is an application level protocol. While most Kerberos implementations use TCP/IP, Kerberos itself is an authentication protocol that is independent of the underlying transport protocol.)
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Exhibit 4.  Network Topology and Authentication Protocol

Using the Kerberos authentication protocol across a security firewall may make the firewall’s design, implementation, and operation more complicated. Many such firewalls use filtering or proxy agents that operate at the application layer in the protocol stack. Because the security firewall exists to protect the rest of the network from network segments D and E (including systems C and D, and whatever else they are connected to), the security firewall needs to understand how to deal with Kerberos traffic. Of course, the firewall may also need to deal with application server traffic from system D if its application is in use elsewhere in the network.

Time Services and Network Naming
Although Kerberos was designed to bring authentication to a network that generally lacks security-related services, the degree to which Kerberos can be trusted largely depends on how carefully it is implemented and the robustness of its supporting network services.

Kerberos requires trusted, loosely synchronized clocks in the network. Dorothy Denning and Giovanni Sacco’s work on the use of time stamps in key distribution protocols shows that enforcing limited lifetimes for authentication credentials based on time stamps can minimize the threat of replaced credentials. This can only be guaranteed through the use of trusted, or authenticated, network time services.

Kerberos authenticates to the names of its principals. Principals must have a secure way to determine the names of other principals that they are willing to communicate with. However, IP network addresses and network name services (e.g., TCP/IP Domain Name Service, DNS) can be spoofed. There are several ways to ensure that principal names can be trusted. For example, a principal name might be placed in an access control list of an application server. Alternatively, local knowledge of a designated application server might be hard coded into an application client. Finally, use of a name service can provide some measure of assurance, because answers from the name server must be authentic.

Within the limits of the encryption and key exchange protocol technology that Kerberos uses, its authentication is held together by trust. The KDC and principals must trust one another to be who they represent themselves to be. This keystone is held in place by trusted time services and robust means for principals to identify one another. Kerberos provides a mechanism for securely authenticating principals. However, in the real world, it is also necessary to secure the information about which principal one is willing to talk to.

The KDC, Application Servers, and Their Clients
As explained earlier in this chapter, the KDC, kerberized application servers, and their clients must be protected so that their operation cannot be unduly influenced. The KDC must be physically secure and must not allow any non-Kerberos network activity. For example, allowing the KDC to run a network protocol that is a known security risk (e.g., UNIX Trivial File Transfer Protocol (TFTP) or UNIX sendmail mailer) is an invitation to disaster. In general, the only application that should run on the KDC (and its slave servers) is Kerberos.

Both servers and clients must be protected from compromise. Although they are less critical than the KDC and its slaves, if a server or a client is compromised, their roles in the Kerberos authentication process can no longer be trusted. Although it may seem odd that the principals that Kerberos is authenticating need to be protected, consider that all security is built on a foundation of basics such as good control over both physical and logical access to the computing environment. If physical and logical access to Kerberos principals is not properly managed, client and server identities can be spoofed. Additionally, if users do not properly manage their Kerberos passwords (or it is not properly managed for them with a smart card or token device), their identity can be spoofed.

Kerberos Administration
Kerberos administration must be coordinated with other administrative tasks. For example, many organizations maintain their user community controls in a data base that is updated periodically, with changes propagated to individual systems and applications (e.g., individual LA authorization data bases). When an employee leaves the company, among the access privileges needing to be revoked is that user’s Kerberos access. It should also be recognized that in preparing for the initial implementation of Kerberos, new passwords must be distributed to a large number of users — not a trivial task.

Kerberos Performance and Network Topology
Kerberos overhead is small, and generally a small amount of additional overhead on signon is considered acceptable. Individual transactions can be authenticated quickly, because Kerberos uses a fast message digest hash for an integrity check and DES for privacy. After the initial Kerberos ticket granting ticket (TGT) is processed, all such operations take place in memory (of both the client and server principals) so there is little additional overhead involved. However, the specific requirements for each implementation should be carefully evaluated.

Special requirements for Kerberos performance and availability can be met by deploying secondary (slave) KDCs to network segments where they can be accessed directly, and where they can be available during periods when the main KDC is unavailable. Updates are made to the main KDC’s data base, and the data base is then replicated periodically to the read-only, slave KDCs.

In order to ensure that an organization does not end up with a plethora of different authentication techniques, any new mechanism must be compatible with existing and planned efforts. Compatibility must exist among applications, internal organizational standards, standards in the organization’s industry and, of course, international standards in the network and computer industry. Adopting authentication as a part of an overall strategy for security provides a solid foundation. However, the decision should be guided by emerging standards for such services.

The GSSAPI, the emerging standard for Internet security services, is a logical choice as an insulator between the suppliers of security services (such as Kerberos authentication) and security service consumers (such as application programs). Because it is an application program interface, the GSSAPI does not provide interoperability between different security mechanisms in and of itself. Interoperability requires a common mechanism between cooperating players using the mechanism. Widespread interoperability among disparate authentication mechanisms requires that they all communicate with one another. The GSSAPI can hide the complications of this interoperability from the programs that use it to access security services.

What the GSSAPI does provide is insulation from change — it is possible to replace the underlying authentication mechanisms easily and without changes to applications written to use the GSSAPI. A decision to adopt the GSSAPI, with Kerberos as its mechanism, allows weaker, more problematic authentication mechanisms in existing applications to be economically replaced. That is, the initial investment in recoding programs to use the GSSAPI would not be wasted because the underlying authentication mechanism can be changed at will without having to recode the entire application each time security technology advances.

Because current Kerberos implementations support only TCP/IP, shops that run DECnet or SNA may not be able to use Kerberos to authenticate in these environments. In the same vein, Kerberos support for older operating systems may be needed. These environments require special treatment to move Kerberos into them. In the worst case, such environments cannot be changed directly. For example, an older application that is not easily modified to add Kerberos can be frontended with a mechanism that isolates it and provides the desired Kerberos services.

Kerberizing Applications, Their Servers, and Clients
In order to add Kerberos-based authentication to an application, it must be broken down into a client part and a server part (if it is not already so divided). This is done in order to separate the parts of the application that participate in Kerberos authentication — the client part is authenticated to the server part (or possibly mutual authentication is performed). This division is necessary even if the application does not have a true client/server architecture. For those client-server applications, the division usually follows the application’s existing client-server structure. The fundamental questions are:

•  What client-server structure most accurately represents the components of the application? 

•  How is the client-server structure to be imposed on the application? 

These are very broad questions with implications for an application’s utility and security. Implementation of the answers also has a major effect on the cost of kerberizing an application.

Although it may ultimately be desirable to reimplement all applications as kerberized client-server, this is not always feasible. An example is a terminal-based application on a timesharing system. Such applications implicitly assume that the transmission path between the terminal and the host is secure. But this may not hold true when terminals and hosts are separated by a network. The client-server answer to this problem is typically to eliminate the terminal and replace it with a client (running a GUI-based front end), and replace the host application with a back-end server. Kerberizing both client and server parts of the application then make the application’s security independent of the intervening network. Suffice it to say that each client/server architecture and each class of network device must be kerberized in a way that takes into consideration its idiosyncrasies.

COST FACTORS
The design, planning, and implementations for widespread authentication is expensive. Planning for authentication may raise basic security-related questions that will also need to be addressed.

Software Costs
The least expensive approach is to use the public domain version of Kerberos. However, this alternative leaves the user with no support and all the idiosyncrasies of this version. (It is possible to purchase support for the public domain version.) It should be noted that many organizations do not allow the widespread deployment of public domain software.

Commercial versions of Kerberos are available with service and support. The vendors can provide trained security professionals and can offer a variety of security services to assist organizations secure their systems.

Cost of Securing the KDC
An additional cost that is often overlooked is the cost of securing the KDC and the slave KDC servers required for redundancy. The KDC requires special treatment, and the network’s topology may require more than one slave. Separate machines and physical housings for these KDCs are often required. Fortunately both primary and secondary KDCs can run on small machines. For example, MIT’s Project Athena runs 3 DEC station model 2100s as KDCs (one primary and two secondary) for over 1300 workstations and more than 100 servers. These systems are small, easy to operate, and relatively inexpensive. (Each is configured with 12 MB of memory and 332 MB of disk space.)

Personnel Costs
Merely installing the KDCs is not sufficient; people must be properly trained in the administration and operation of these systems. In addition, a complete Kerberos implementation team must be organized and trained.

VULNERABILITIES
As does any authentication scheme, Kerberos has certain weaknesses. The problem for Kerberos implementors is to learn how to deal with these weaknesses.

The Kerberos design assumes that server principals are kept in moderately secure areas, that the key distribution center is in a secure area, and that the key distribution center runs only trusted software. Remember that Kerberos comes out of MIT’s Project Athena. At MIT, care is taken to ensure that a minimum amount of trust is placed in client workstations. This includes provisions for trusted booting from trusted servers and no system or applications software on the workstations’ local disks. In an ideal environment, local disks are wiped clean between boots to ensure that the after-effects of infected software do not remain to haunt users.

Still, a question remains: Has the workstation been compromised in a way that would allow an attacker to set aside these protections, install a covert channel, and collect a user’s Kerberos password as it was typed on the workstation? Although such an attack is not simple, it is possible. Accordingly, workstations in such environments should be kept under the lock and key of controlled physical access and inspected periodically to ensure that they have not been tampered with.

Moving from a closely controlled environment to one in which workstations boot and run from local disks, several new concerns arise. Besides having to carefully control physical access to such workstations, the security of these machines must be managed very carefully to ensure that local software has not been compromised. This is usually done by means of regular technical inspections, backed up by more rigorous periodic assessments.

For instance, in a workstation environment that uses UNIX systems, each workstation might be inspected nightly by automated tools that report their findings to a central security management facility. The hope is that these inspections will detect any security problems so that they can be expediently resolved. Authentication schemes such as Kerberos cannot solve fundamental problems such as dishonest employees, people that pick bad passwords, or lack of adequate network or host security management.

Finally, because the Kerberos key distribution center contains all of the shared secrets as well as provides security services, it must be very carefully protected and managed. Although client workstations may be in relatively public areas and run software that is not entirely trusted, the KDC must be trustworthy. This means that the access to the KDC must be carefully controlled and monitored.

The KDC should support no applications, users, or protocols other than Kerberos. (That is, everything except Kerberos has been removed from this machine.) Ideally, this system will not support remote network access except by means of the Kerberos services it offers. If the KDC itself is to be remotely administered, the necessary operations must be accomplished over a special, secure channel that cannot be compromised. (Of course, kadmin — the Kerberos administrative tool — operates using Kerberos private messages.)

If the KDC is compromised, its shared secrets are at risk and it security services cannot be trusted. However, such an attack is far from easy. Kerberos uses the DES for encryption operations; the entire KDC data base is encrypted using the master key. To successfully attack the KDC, an intruder would need to access the KDC or otherwise obtain a copy of the KDC’s data base. For example, a wiretapper could grab a copy of the KDC’s data base as it is being propagated to a Kerberos slave KDC server. Because this transfer is done using Kerberos private messages under a randomly generated key that only the KDC and the slave KDC server share expressly for this transaction, such a wiretapper would first have to break that encryption to get at the message traffic that contained the data base being propagated. The intruder would then need to mount a successful cryptanalysis attack against the master key to obtain the data base.

Although contemporary experience with DES shows that successful attacks are possible, they are far too expensive and computationally intensive for anyone but such organizations as the National Security Agency (NSA) to attempt. Perfecting a mechanism to protect Kerberos from such a cryptanalytic attack is impractical for any but the most sophisticated and best funded government intelligence organizations.

The Kerberos protocol does not restrict the type of encryption that is used, and it may include any number of different encryption methods. In fact, design efforts are underway to include public key-based encryption in Kerberos. In any case, a public key-based Kerberos would be subject to the same type of attacks as the current, DES-based implementation.

FUTURE DEVELOPMENTS
As it matures, Kerberos is being incorporated into everything from the most mundane network application software to such specialized network hardware as access control devices for PCs and routers, terminal servers, and modems. It is also coming to be incorporated into some of the most advanced network applications. As operating system functions become distributed, effective authentication and security services have become even more critical. As a consequence of widespread attacks on TCP/IP’s highly distributed Network File System, for example, authentication for it has become mandatory (even though it is not widely used). Kerberos has increasing appeal to the implementors and integrators of distributed systems because it is well tested and readily available.

The continuing search for distributed system security solutions has revealed many alternatives to Kerberos, including systems based on RSA Data Security’s Public Key Cryptography Standards (PKCS) and those based on the Open System Foundation’s (OSF) Distributed Management Environment (DME) and its associated Distributed Computing Environment (DCE). Implementations based on PKCS do not yet offer interoperability between their respective environments, let alone with other authentication schemes. A consortium of European companies (including Bull, ICL, and Seimans Nixdorf) is working on a standard called Secure European System for Applications in a Multivendor Environment (SESAME). SESAME is still in the standards development stage.

The obvious questions that arise when considering a network security system are:

•  When will it be widely available? 

•  What will it cost to implement? 

•  Will it be interoperable? 

•  Will it stand the test of time? 

While the authors cannot answer these questions for other network security systems, they believe that Kerberos has already answered these questions in the affirmative. There have been no known successful attacks against Kerberos, and production experience shows that the methods for protecting Kerberos described in this chapter are both feasible and effective. In short, Kerberos has become a de facto network standard; it is well understood, well tested, and implementations are available from a variety of sources on a wide range of platforms.

Domain 2
Communications Security 


The first section in Domain 2 deals with “Telecommunications Security Objectives, Threats, and Countermeasures.” Experience has shown that the more sophisticated hackers can attack routers and firewalls and change the security controls that an organization has established to keep intruders out. Many astute organizations have risen to this challenge by fighting fire with fire — that is, they have established a team of technical specialists that attempt to “hack” their own systems to discover security holes and to ensure that established controls remain as they were intended. Chapter 2-1-1, “The Self-Hack Audit,” describes the most common hacker techniques and provides guidance on how to use hacker techniques to beat them at their own game.

The second section addresses “Network Security.” Because of the inherent lack of viable security mechanisms available to protect information in a network environment, many organizations are scrambling to obtain control by installing a firewall and/or by imposing encryption. A new security mechanism called type enforcement, which is based on the tried-and-true principles of “least privilege,” promises help. Chapter 2-2-1, “A New Security Model for Networks and the Internet,” describes how this new mechanism could be implemented to establish improved data security. 

For those who haven’t developed a strong background in LAN/WAN security concepts and methodologies, Chapter 2-2-2, “Introduction to LAN/WAN Security,” provides a detailed and comprehensive study of this very complicated subject area. Because of the current ongoing rush to bigger and better client/server installations, most organizations are at the mercy of their ability to implement secure LANs and WANs.

The final section in Domain 2 is devoted specifically to “Internet Security.” There are those that believe Internet security to be the world’s best oxymoron, and so it may be. Still, many organizations are using the Internet to take advantage of the great, low-cost communications opportunities available.

The challenges of using the Internet safely can be very imposing. Chapter 2-3-1, “Security Management for the World Wide Web,” addresses the need for a baseline security structure that will enable the safe conduct of business over the Internet and the use of Web-based technology within corporate networks. A set of solutions is provided to help readers decide how to best use existing assets to implement a secure environment.

By connecting to the Internet, an organization is likely to be exposed to a great number of unexpected threats. The most useful current control measure is the firewall. “Internet Firewalls” are the subject of Chapter 2-3-2, which gives a detailed discussion of firewall options that should provide very valuable assistance in deciding the best system to implement.

Section 2-1
Telecommunications Security Objectives, Threats, and Countermeasures 
Chapter 2-1-1
The Self-Hack Audit 
Stephen James
In today’s electronic environment, the threat of being hacked is no longer an unlikely incident, occurring in a few unfortunate organizations. New reports of hacker incidents and compromised systems appear almost daily. As organizations continue to link their internal networks to the Internet, system managers and administrators are becoming increasingly aware of the need to secure their systems. Implementing basic password controls is no longer adequate to guard against unauthorized access to data. Organizations are now looking for more up-to-date techniques to assess and secure their systems. The most popular and practical technique emerging is the self-hack audit (SHA). The SHA is an approach that uses hacker methods to identify and eliminate security weaknesses in a network before they are discovered by a hacker.

This chapter provides a methodology for the SHA and presents a number of popular hacker techniques that have allowed hackers to penetrate various systems in the past. Each description is followed by a number of suggested system administration steps or precautions that should be followed to help prevent such attacks. Although some of the issues discussed are specific to UNIX systems, the concepts can be applied to all systems in general.

OBJECTIVES OF THE SELF-HACK AUDIT
The basic objective of the SHA is to identify all potential control weaknesses that may allow unauthorized persons to gain access to the system. The network administrator must be familiar with and use all known hacker techniques for overcoming system security. Depending on the nature of the audit, the objective may be either to extend a user’s current levels of access (which may be no access) or to destroy (i.e., sabotage) the system.

Overview of the Methodology
To perform a useful SHA, the different types of hackers must be identified and understood. The stereotype of a hacker as a brilliant computer science graduate sitting in a laboratory in a remote part of the world is a dangerous misconception. Although such hackers exist, the majority of security breaches are performed by staff members of the breached organization. Hackers can be categorized into four types:

•  Persons within an organization who are authorized to access the system. An example may be a legitimate staff member in the Accounting department who has access to Accounts Payable application menu functions. 

•  Persons within an organization who are not authorized to access the system. These individuals may include personnel such as the cleaning staff. 

•  Persons outside an organization who are authorized to access the system. An example may be a remote system support person from the organization’s software vendor. 

•  Persons outside an organization who are not authorized to access the system. An example is an Internet user in an overseas country who has no connection with the organization. 

The objective of the SHA is to use any conceivable method to compromise system security. Each of the four hacker types must be considered to assess fully all potential security exposures.

POPULAR HACKER TECHNIQUES
The following sections describe the techniques most commonly used by hackers to gain access to various corporate systems. Each section discusses a hacker technique and proposes basic controls that can be implemented to help mitigate these risks. The network administrator should attempt each of these techniques and should tailor the procedures to suit the organization’s specific environment.

Accessing the Log-In Prompt
One method of gaining illegal access to a computer system is through the log-in prompt. This situation may occur when the hacker is physically within the facility or is attempting to access the system through a dial-in connection.

Physical Access
An important step in securing corporate information systems is to ensure that physical access to computer resources is adequately restricted. Any internal or external person who gains physical access to a terminal is given the opportunity to attempt to sign on at the log-in prompt.

To reduce the potential for unauthorized system access by way of a terminal within the organization’s facility, the network administrator should ensure that:

•  Terminals are located in physically secure environments. 

•  Appropriate access control devices are installed on all doors and windows that may be used to access areas where computer hardware is located. 

•  Personal computers that are connected to networks are password-protected if they are located in unrestricted areas. A hacker trying to access the system would be required to guess a legitimate password before gaining access through the log-in prompt. 

•  Users do not write their passwords on or near their work areas. 

Dial-in Access
Another method of accessing the log-in prompt is to dial in to the host. Many “daemon dialers” are readily available on the Internet. These programs, when given a range of numbers to dial, can identify valid modem numbers. Once a hacker discovers an organization’s modem number, he or she can dial in and, in most cases, immediately gain access to the log-in prompt.

To minimize the potential for security violations by way of dial-in network access, the network administrator should ensure that:

•  Adequate controls are in place for dial-in sessions, such as switching off the modem when not in use, using a call-back facility, or requiring an extra level of authentication, such as a one-time password, for dial-in sessions. 

•  The organization’s logo and name are removed from the log-in screen so that the hacker does not know which system has been accessed. 

•  A warning message alerts unauthorized persons that access to the system is an offense and that their activities may be logged. This is a legal requirement in some countries. 

Obtaining Passwords
Once the hacker has gained access to an organization’s log-in prompt, he or she can attempt to sign on to the system. This procedure requires a valid user ID and password combination.

Brute Force Attacks
Brute force attacks involve manual or automated attempts to guess valid passwords. A simple password guessing program can be written in approximately 60 lines of C code or 40 lines of PERL. Many password guessing programs are available on the Internet. Most hackers have a “password hit list,” which is a collection of default passwords automatically assigned to various system accounts whenever they are installed. For example, the default password for the guest account in most UNIX systems is “guest.”

To protect the network from unauthorized access, the network administrator should ensure that:

•  All user accounts are password protected. 

•  Password values are appropriately selected to avoid guessing. 

•  Default passwords are changed once the system is installed. 

•  Failed log-in attempts are logged and followed up appropriately. 

•  User accounts are locked out after a predefined number of sign-on failures. 

•  Users are forced to select passwords that are difficult to guess. 

•  Users are forced to change their passwords periodically throughout the year. 

•  Unused user accounts are disabled. 

•  Users are educated and reminded regularly about the importance of proper password management and selection. 

Password Cracking
Most UNIX sites store encrypted passwords together with corresponding user accounts in a file called /etc/passwd. Should a hacker gain access to this file, he or she can simply run a password cracking program such as Crack. Crack works by encrypting a standard dictionary with the same encryption algorithm used by UNIX systems (called crypt). It then compares each encrypted dictionary word against the entries in the password file until it finds a match. Crack is freely available via an anonymous FTP from ftp.cert.org at /pub/tools/crack.

To combat the hacker’s use of password-cracking software, the network administrator should ensure that:

•  Encrypted passwords are stored in a shadow password file and that the file is adequately protected. 

•  All “weak” passwords are identified by running Crack against the password file. 

•  Software such as Npasswd or Passwd+ is used to force users to select passwords that are difficult to guess. 

•  Users do not write their passwords on or near their work environments. 

•  Only the minimum number of users have access to the command line to minimize the risk of copying the /etc/passwd file. 

Keystroke Logging
It takes less than 30 seconds to type in a short script to capture sign-on sessions. A hacker can use a diskette to install a keystroke-logging program onto a workstation. Once this Trojan horse is installed, it works in the background and captures every sign-on session, based on trigger key words. The hacker can read the captured keystrokes from a remote location and gain access to the system. This technique is very simple and almost always goes unnoticed.

To prevent a hacker’s access to the system by way of a keystroke-logging program, the network administrator should ensure that:

•  Privileged accounts (e.g., root) require one-time passwords. 

•  The host file system and individual users’ workstations are periodically scanned for Trojan horses that could include keystroke-logging programs. 

•  Adequate physical access restrictions to computer hardware are in place to prevent persons from loading Trojan horses. 

Packet Sniffing
The Internet offers a wide range of network monitoring tools, including network analyzers and “packet sniffers.” These tools work by capturing packets of data as they are transmitted along a communications segment. Once a hacker gains physical access to a PC connected to a LAN and loads this software, he or she is able to monitor data as it is transferred between locations. Alternatively, the hacker can attach a laptop to a network port in the office and capture data packets.

Remembering that network traffic often is not encrypted, there is a high chance that the hacker will capture valid user account and password combinations, especially between the hour of 8:00 a.m. and 9:00 a.m. Tcpdump is a tool for UNIX systems used to monitor network traffic and is freely available via an anonymous FTP from ftp.ee.lbl.gov at tcpdump2.2.1.tar.z.

To reduce the possibility of account and password leaks through packet sniffers, the network administrator should ensure that:

•  Communications lines are segmented as much as practical. 

•  Sign-on sessions and other sensitive data are transmitted in an encrypted format by using software such as Kerberos. 

•  Privileged accounts (e.g., root) sign on using one-time passwords. 

•  Physical access to communications lines and computer hardware is restricted. 

Social Engineering
Hackers often select a user account that has not been used for a period of time (typically about two weeks) and ensure that it belongs to a user whom the administrator is not likely to recognize by voice. Hackers typically target accounts that belong to interstate users or users in another building. Once they have chosen a target, they assume a user’s identity and call the administrator or the help desk, explaining that they have forgotten their passwords. In most cases, the administrator or help desk will reset passwords for the hackers over the telephone.

In an effort to keep the network safe from this type of infiltration, the network administrator should ensure that:

•  All staff are regularly reminded and educated about the importance of data security and about proper password management. 

•  The organization has documented and controlled procedures for resetting passwords over the telephone. 

•  Staff do not fall prey to social engineering attacks. Staff members must be aware of the possibility that a hacker may misrepresent himself or herself as a member of the information systems department and ask for a password. 

General Access Methods
Hackers use a variety of methods to gain access to a host system from another system.

Internet Protocol Address Spoofing
In a typical network, a host allows other “trusted” hosts to communicate with it without requiring authentication (i.e., without requiring a user account and password combination). Hosts are identified as trusted by configuring files such as the.rhost and /etc/hosts.equiv files. Any host other than those defined as trusted must provide authentication before being allowed to establish communication links.

Internet protocol (IP) spoofing involves an untrusted host connecting to the network and pretending to be a trusted host. This access is achieved by the hacker changing his IP number to that of a trusted host. In other words, the intruding host fools the host on the local network into not challenging it for authentication.

To avoid this type of security violation, the network administrator should ensure that:

•  Firewalls and routers are appropriately configured so that they reject IP spoofing attacks. 

•  Only appropriate hosts are defined as trusted within /etc/hosts.equiv, and file permissions over this file are adequate. 

•  Only appropriate hosts are defined within users’ /.rhost files. If practical, these files should be removed. 

Unattended Terminals
It is quite common to find user terminals left signed on and unattended for extended periods of time, such as during lunch time. Assuming that the hacker can gain physical access to users’ work areas (or assuming that the hacker is an insider), this situation is a perfect opportunity for a hacker to compromise the system’s security. A hacker may use an unattended terminal to process unauthorized transactions, insert a Trojan horse, download a destructive virus, modify the user’s.rhost file, or change the user’s password so that the hacker can sign on later.

The network administrator can minimize the threat from access through unattended terminals by ensuring that:

•  User sessions are automatically timed out after a predefined period of inactivity, or password-protected screen savers are invoked. 

•  Users are regularly educated and reminded about the importance of signing off their sessions whenever they expect to leave their work areas unattended. 

•  Adequate controls are in place to prevent unauthorized persons from gaining physical access to users’ work areas. 

Writeable Set User ID Files
UNIX allows executable files to be granted root privileges by making file permissions set user ID (SUID) root. Hackers often search through the file system to identify all SUID files and to determine whether they are writeable. Should they be writeable, the hacker can insert a simple line of code within the SUID program so that the next time it is executed it will write to the /etc/passwd file and this will enable the hacker to gain root privileges. The following UNIX command will search for SUID root files throughout the entire file system: find /-user root -perm -4000 -print.

The network administrator can reduce the possibility of illegal access through SUID files by ensuring that:

•  Only a minimum number of programs are assigned SUID file permissions. 

•  Programs that are SUID are not writeable by users other than root. 

•  Executables defined within the system cron tables (especially the root cron table) are not writeable by users other than root because they are effectively SUID root. 

Computer Emergency Response Team Advisories
The Computer Emergency Response Team (CERT) issues advisories whenever a new security exposure has been identified. These exposures often allow unauthorized users to gain root access to systems. Hackers always keep abreast of the latest CERT advisories to identify newly found bugs in system software. CERT can be accessed via an anonymous FTP at info.cert.org.

The network administrator should ensure that:

•  All CERT advisories have been reviewed and acted on in a controlled and timely manner. 

•  Checksums are used to ensure the integrity of CERT patches before they are implemented. 

Hacker Bulletin Boards
The Internet has a large number of hacker bulletin boards and forums that act as an invaluable source of system security information. The most popular hacker bulletin board is the “2600” discussion group. Hackers from around the world exchange security information relating to various systems and often publish security-sensitive information relating to specific organizations or hacker techniques relating to specific programs.

The network administrator should ensure that the organization’s data security officer regularly reviews hacker bulletin boards to identify new techniques and information that may be relevant to the organization’s system environment.

Internet Software
The Internet offers a large number of useful tools, such as SATAN, COPS, and ISS, which can assist data security officers and administrators in securing computer resources. These tools scan corporate systems to identify security exposures. However, these tools are also available to hackers and can assist them in penetrating systems.

To identify and resolve potential security problems, the network administrator should ensure that:

•  The latest version of each security program is obtained and run in a regular manner. Each identified exposure should be promptly resolved. 

•  The system is subject to regular security audits by both the data security officer and independent external consultants. 

SUMMARY
Hacker activity is a real and ongoing threat that will continue to increase as businesses connect their internal corporate networks to the Internet. This chapter has described the most common hacker techniques that have allowed unauthorized persons to gain access to computer resources. The self-hack audit is becoming an increasingly critical technique for identifying security weaknesses that, if not detected and resolved in a timely manner, could allow hackers to penetrate the corporate system. System administrators and data security officers should keep abreast of the latest hacker techniques by regularly reading all CERT publications and hacker bulletin boards.

Section 2-2
Network Security 
Chapter 2-2-1
A New Security Model for Networks and the Internet 
Dan Thomsen
Type enforcement is a new security mechanism that can be used as the basic security building block for a large number of systems in which security is an important factor. One of the most critical areas requiring protection is the system firewalls. Firewalls are the equivalent of walls around a castle and are under constant attack from external forces. Installing software to protect the network will not be effective if the software runs on a platform that cannot protect itself. It is like building the castle walls on a swamp.

Computer security is a matter of controlling how data are shared for reading and modifying. Only one person using an isolated computer is completely secure. However, people inside and outside of the organization need to share information. Type enforcement allows a computer to be divided into separate compartments, basically having a number of isolated computers inside of a single computer. Because the compartments are in a single computer, the process of sharing information among compartments can be controlled by type enforcement.

Most secure systems are difficult to work with and require extra development time. Type enforcement strikes a balance between security and flexibility. As a result, new security services can be provided more quickly, because they can build on the security of the underlying operating system. Type enforcement permits the incorporation of security more quickly because it allows the applications to be encapsulated. Each application is protected from:

•  Hostile manipulation by outsiders. 

•  Interference from other applications. 

•  Erroneous behavior by the application itself. 

SECURITY BASICS
An examination of the potential problems that can arise on a poorly secured system will help in understanding the need for security. Three basic kinds of malicious behavior are

•  Denial of service. 

•  Compromising the integrity of the information. 

•  Disclosure of information. 

Denial of Service
Denial of service occurs when a hostile entity uses a critical service of the computer system in such a way that no service or severely degraded service is available to others. Denial of service is a difficult attack to detect and protect against, because it is difficult to distinguish when a program is being malicious or is simply greedy.

An example of denial of service is an Internet attack, where a attacker requests a large number of connections to an Internet server. Through the use of an improper protocol, the attacker can leave a number of the connections half open. Most systems can handle only a small number of half-open connections before they are no longer able to communicate with other systems on the net. The attack completely disables the Internet server.

Compromising the Integrity of the Information
Most people take for granted that the information stored on the computer system is accurate, or at least has not been modified with a malicious intent. If the information loses its accuracy, the consequences can be extreme. For example, if competitors hacked into a company’s data base and deleted customer records, a significant loss of revenues could result. Users must be able to trust that data are accurate and complete.

Disclosure of Information
Probably the most serious attack is disclosure of information. If the information taken off a system is important to the success of an organization, it has considerable value to a competitor. Corporate espionage is a real threat, especially from foreign companies, where the legal reprisals are much more difficult to enforce. Insiders also pose a significant threat. Limiting user access to the information needed to perform specific jobs increases data security dramatically.

THE INFORMATION BUCKET
Every security mechanism has the concept of limiting who can have access to data. This concept is called the “information bucket.” All related information is placed in the same bucket, and then access to that bucket is controlled. The information bucket is very similar to the access class or the security level in Department of Defense (DoD) systems. For example, most computer systems have the concept of users. Each user gets his or her own bucket in which to work. All user files reside in the appropriate bucket, and the users control who can access their files. In its simplest form, a bucket has a set of programs and a set of files that the programs can access.

A secure system must control at least four factors:

•  Who can access a bucket. 

•  Which programs can run in that bucket. 

•  What those programs can access. 

•  Which programs can communicate with other programs. 

Communication between programs must be controlled, because programs can send information to other programs which then write that information into another bucket.

A system is very secure if no overlap exists between buckets, because in this configuration no user is able to read, modify data, or consume system resources from another bucket. However, this situation is equivalent to giving each user a separate computer and not allowing individual users to talk to each other. People in many computing environments need to share information. If the users are responsible for the information resources in their buckets and are careful about sharing their information with others, the system can remain secure.

Security problems arise when the boundaries between buckets are not well defined. For example, if two different buckets can read and write the same file, information can flow between the two buckets. This type of “leaky” bucket is a potential security problem. When leaky or overlapping buckets are combined with a complex system in which a large number of buckets exist, it becomes difficult to know how secure the system is.

For those leaks that are necessary, special programs can monitor data transfers between buckets to ensure that only the proper data are leaving the bucket. These programs are “trusted,” in that they guarantee that only the proper data are transferred. Writing a program that performs a guarantee is difficult. The best approach with current technology is to write the program as small as possible, so that it can be analyzed for potential error by a network administrator.

The goal of a secure system is to strike the proper balance between guarding and sharing data. A rough measure of how secure a system is can be obtained by considering these three factors:

•  The number of buckets. 

•  The amount of overlap between buckets. 

•  The level of trust for the programs protecting data channels (if information is allowed to move between buckets). 

The more overlap that exists between buckets, the more information can flow through the system, and thus more analysis is required to ensure that the system is secure.

Another consideration for the security of a system is any exception to the bucket policy. For example, many systems allow an administrator to access any bucket on the system. The problem is not that administrators cannot be trusted, but rather that this situation gives attackers an opportunity to gain complete access. Instead of trying to find a leaky bucket, an attacker can try to trick the system into thinking he or she is the administrator.

TYPE ENFORCEMENT
Type enforcement was first proposed as part of the LOCK system to fulfill DoD requirements for secure systems. Most DoD secure systems in the late 1980s focused on the traditional classification levels of the DoD, such as unclassified, confidential, secret, and top secret. These systems implemented very strict buckets, with a one-way information flow between buckets. However, data and application interactions rarely fall into such a constrained security policy. In the course of an application transaction, data may flow in a complete circle through many different buckets with different security requirements.

The goal of type enforcement is to give each program only the permissions that the program requires to do its job. This concept is called “least privilege.” Type enforcement assigns each type of critical program its own bucket. All the files that the program needs to access are also placed in the bucket. Many programs need the same files because they are doing the same kinds of tasks. Type enforcement categorizes individual programs and files into general groups that describe the abstract behavior of the components. Programs are grouped into domains, and files are grouped into types. For example, two mail reader programs like Elm and Pine require the same permissions; thus, they are grouped together in the mail-reader domain.

Type enforcement works by grouping all the processes into domains and types based on least privilege. Grouping by types organizes the files much like abstract data types. The type indicates how the data in the file were created and how they can be used. Then, a table, called a domain definition table (DDT), is defined to indicate how the process can access the files. Exhibit 1 shows an example of a type enforcement DDT. As shown in the sample DDT, the World Wide Web (WWW) server can only access Web files, and the mail system can only access mail files, such as the mailbox and mail alias files.
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Exhibit 1.  Type Enforcement Domain Definition Table (DDT)

Most systems allow processes to interact with each other directly via signaling or a more complex interprocess communication (IPC) mechanism, which must be controlled as well. In type enforcement, control is achieved by creating a table similar to the DDT called the domain interaction table (DIT), shown in Exhibit 2. In this example, the WWW is completely isolated, and the mail system and the word processor can communicate. Type enforcement involves defining the DDT and DIT such that the applications meet the least privilege requirement. Complete isolation is often not desirable, because applications must share data. Type enforcement allows the appropriate balance between least privilege and information sharing.
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Exhibit 2.  Type Enforcement Domain Interaction Table (DIT)

An important property of type enforcement is that the DDT and DIT tables cannot be modified while the system is running. This limitation stops attacks that modify data used for making security decisions. The static nature of type enforcement does not affect the usability of the system, because the type-enforcement tables describe only how the applications interact with data and each other. Thus, the type-enforcement tables change only if the way in which the applications interact changes.

Type enforcement partitions a system into a number of strong buckets. Each bucket has a domain and a list of all the types that that domain can access. The bucket also includes IPC channels to other processes in other buckets, as shown in Exhibit 3. Type enforcement provides a structure that separates applications and controls user access to applications. A file or application must be in a user’s domain for the user to access it. Users are allowed into a domain or bucket depending on their duties or roles on the system.
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Exhibit 3.  Type Enforcement Structure

Subsystem Separation
Now that a mechanism exists that closely matches the basic bucket principle, a variety of protection measures are possible. First and foremost, applications can be separated completely in different buckets, which ensures that two different applications do not interfere with each other. Type enforcement establishes the security level of separate computers while maintaining a linked system.

One possible security configuration that has been proposed to maintain Internet security is to have a different machine for each Internet service. The rationale behind this configuration is that many attacks over the network involve wedging open one service just enough to get a “toehold” on the system. From the toehold, the attacker expands his or her control by attacking the other Internet services in a sort of domino game. For example, a recently discovered Telnet vulnerability cannot be taken advantage of unless the attacker has write access to the system. If the site has an anonymous ftp site from which the attacker can download the key file, the system can be compromised. It is the combination of the two services that provides the vulnerability.

However, buying one machine for each Internet service is expensive. Type enforcement allows separate Internet services to be combined onto one system, on which each Internet service is placed in its own bucket. Thus, type enforcement prevents attacks that use combinations of Internet services.

Assured Pipelines
If information moves from one application to another, providing separation of applications is not enough to ensure security. The method by which the information flows through the system must also be controlled. This step uses type enforcement to create a kind of “pipeline” to organize data flow between programs, called an “assured pipeline.” Type enforcement places tight control on how each program interacts with the next program in the pipeline.

This process is different from trusting the applications to interface with each other correctly. Many applications that need to be part of a system are large software components with less than reliable track records for obeying the interface definition. Using type enforcement is like having a net in the operating system that can catch the applications when they fail to follow the rules for the interface.

Type enforcement creates the pipeline by controlling access between programs. Each program has permission only to read from the stage in front of it and to write to the next stage of the pipeline. No stage of the pipeline can be bypassed. Exhibit 4 is a representation of how type enforcement controls data flow between applications through assured pipelines.
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Exhibit 4.  Type Enforcement Assured Pipeline

Assured pipelines provide a “divide and conquer” approach to building secure applications. Splitting a large piece of software into smaller pieces facilitates the process of analyzing and ensuring that the pieces are operating correctly. For example, consider the DoD requirement that any document printed is labeled correctly with its security label. It is not difficult to modify the printer driver to label the document, but it is difficult to prove that the printer driver labels the document accurately. The printer driver is a large program, and any modification to a large program has the potential to introduce other flaws.

On the other hand, if the labeling is done by a small program that only labels the data, the entire labeling program could be checked, and the printer driver left unmodified. Exhibit 5 shows how assured pipelines allow for the creation of smaller programs that can be analyzed for greater reliability than modifications to large software systems. In this example, type enforcement ensures that data cannot reach the printer driver unless they have gone through the labeler process.
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Exhibit 5.  Print Driver With Type Enforcement Compared to Conventional Print Driver

Three key elements are needed to prove that the requirement of proper labeling is satisfied:

•  Type enforcement is underneath the applications controlling access to the printer driver. 

•  Type enforcement ensures that the labeler process cannot be bypassed. 

•  Type enforcement tables cannot be modified while the system is running. 

The labeler is a trusted program that ensures that only data that have been properly labeled move from the user bucket to the printer bucket.

Hosting an application on a type enforcement system requires analyzing the application to determine what resources the applications require. Often the access that an application needs can be reduced to improve security. This step may require modification to the application. The ability to separate applications, to control data flowing through the system, and to divide the application into small steps allows type enforcement to secure applications with the newest features as quickly as possible.

SIDEWINDER IMPLEMENTATION OF TYPE ENFORCEMENT
Developed by Secure Computing, Sidewinder is an Internet firewall that has incorporated the LOCK type-enforcement mechanism to provide enhanced security against Internet threats. To maximize compatibility with networks and existing protocols, Sidewinder was created by modifying BSDi UNIX. The Sidewinder is a turnkey system that resides between the Internet router and the internal network, as shown in Exhibit 6.
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Exhibit 6.  Sidewinder Internet Firewall Configuration 

Traditional UNIX has been described as “a hard crunchy exterior surrounding a soft gooey center.” This description refers to the structure of UNIX systems, the core of which is an all-powerful root account. Once an attacker gets into the root account, he or she can completely compromise the system. In addition, standard UNIX does not have tight control over how data files are shared among the processes running on a system. Thus, an intruder who manages to break into one area of a system can widen the initial foothold until he or she can gain access to any file on the system. The type enforcement security mechanism closes this vulnerability.

Type enforcement in Sidewinder cannot be bypassed. Even when a process is running as root, it is constrained by type enforcement. If a hacker obtains root access, the hacker is limited to the domain in which he or she started. To compromise Sidewinder, a hacker must bypass both UNIX protection mechanisms and type enforcement, as shown in Exhibit 7. Compromising UNIX is more difficult on Sidewinder because the type-enforced honeycomb structure places vulnerable configuration files and UNIX tools out of a hacker’s reach.
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Exhibit 7.  Protection Provided by Type Enforcement and UNIX

The goal of the Sidewinder system is to connect an internal network securely to the Internet. Internal users can access Internet services, such as E-mail and the World Wide Web, without exposing the internal network to unauthorized users. In addition to type enforcement, Secure Computing included three other features to make the Sidewinder firewall a more effective security system: two kernels, controlled system calls, and network separation.

Two Kernels
Sidewinder does not have the root privilege that is found on standard UNIX systems. To provide a secure method for the system administrator to modify the security-relevant information, Sidewinder uses two kernels:

The operational kernel—The normal operating state for the Sidewinder, which enforces the security policy laid out in the type enforcement tables. 

The administrative kernel—This kernel is used only when the system administrator needs to perform privileged tasks, such as system configuration, on the Sidewinder. In this kernel, type enforcement checks are bypassed, which allows the administrator to modify any file, much like the root privilege on conventional UNIX systems. Because access to the administration kernel is tightly controlled by the operational kernel, only authorized users physically connected to Sidewinder can shut down the operational kernel and start the administration kernel. Exhibit 8 lists the major differences between the two kernels. 
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Exhibit 8.  Sidewinder Kernels

Controlled System Calls
Type enforcement provides excellent separation at the file level. However, UNIX has many privileged system calls that allow users to access the kernel directly. Many system vulnerabilities result from malicious users employing system calls to compromise the system. Sidewinder solves this problem with a series of special flags for each domain, which indicate which system calls can be made from that domain.

For example, the is_admin flag is set only in domains that can be accessed by the administrator. This control allows the administrator to make system calls that no one else has the authorization to make. Note that these flags are part of the type enforcement information and cannot be modified while the system is running. Even root access will not allow a process to make disallowed calls. Untrusted users or software applications are placed in domains that do not have access to these powerful system calls.

Network Separation
Typically, firewalls have two separate physical network connections managed through a single protocol stack. Sidewinder has two separate network connections with two separate protocol stacks. This configuration allows Sidewinder to provide strong separation between data from the internal network and data from the external network.

If a firewall does not have network stack separation, network packets from both networks are processed by the same protocol engine. Exhibit 9 shows a system that does not separate data coming into the firewall. Software must be trusted to ensure that the origin of the packets is maintained correctly. The various pieces of data are all contained in the same information bucket. The protocol engine must also be trusted to detect an Internet system that is pretending to be a system from the internal side of the firewall.
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Exhibit 9.  Firewall Without Network Stack Separation

Because Sidewinder has two network cards, it can always identify the origin of the information, no matter how clever the attack is. Information coming from the network cards is placed in separate domains. The information is kept separated until Sidewinder confirms that the information can move to the other domain. For example, the systems may be set up so that the administrator can telnet to Sidewinder from the internal side, but not from the Internet. Exhibit 10 shows the Sidewinder configuration in which two protocol stacks separate information coming from two networks. As a result, network protocol spoofing is not possible. As illustrated in this example, the information is kept in two separate information buckets. Only the proxy program can move data between the two domains.
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Exhibit 10.  Sidewinder Configuration 

Protecting Internet Servers
The security features in Sidewinder can secure the Sendmail Internet server. Sendmail is the Internet server that runs on many UNIX platforms and listens for E-mail from the Internet. Sendmail is a complex piece of software and has been the source of numerous security vulnerabilities. These vulnerabilities allow hackers to compromise Sendmail, which then enables them to launch successful attacks on the rest of the system. MCI estimates that 20,000 systems were compromised through Sendmail over a one-year period.

Sidewinder protects the rest of the system by placing Sendmail in its own domain. From this domain, Sendmail can only access the network resources to get the mail from the Internet and to send the mail messages into the internal mail message queues. All the tools used by hackers are out of reach. Exhibit 11 shows the protected Sendmail configuration on Sidewinder which places it in a separate domain. This configuration also protects the system from illegal access through Sendmail, which is prevented from accessing the rest of the system.
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Exhibit 11.  Secure Sendmail Configuration

A recent Sendmail vulnerability involved the syslog. Syslog is a system call that is used to write information to the audit log. However, syslog does not check to ensure that the size of the message that it is writing does not exceed the space available. The message to be appended to the log is stored on the programs stack. Thus, if a program allows users from the Internet to specify information to be logged, a hostile user can specify a long message that overwrites the programs stack. By placing executable code in the portion that is overwritten, the attacker gains complete control of the Sendmail program. This type of security violation has occurred. Attackers had an easy time of taking control of the Sendmail program and had Sendmail start up an interactive shell. From there, attackers used their Sendmail toehold to compromise the rest of the system.

On Sidewinder, the attack is stopped because Sendmail cannot execute an interactive shell. Even if a shell is running in the Sendmail domain, it could still not access the rest of the system. Thus, Sidewinder protects itself from Sendmail vulnerabilities that have not yet been discovered.

THE SIDEWINDER 2.0 CHALLENGE
Secure Computing has placed a Sidewinder on the Internet and challenged people to crack the system. The goal is to encourage sophisticated attacks on Sidewinder. Although Sidewinder has been tested thoroughly by trained engineers, field testing teaches more about how intruders attack systems. The goal of the challenge is to break through the firewall to the machine behind it. This machine contains a message signed with Secure Computing’s private key that can be used to prove that someone has broken through the Sidewinder firewall.

It was expected that someone would break through the earlier Sidewinder 1.0 challenge system, which took place during the early stages of development. After 1 year and 3500 visits from a variety of Internet users, no one was able to crack the 1.0 challenge. Due to the enhanced security in Sidewinder 2.0, the Sidewinder 2.0 challenge is expected to be much more difficult.

Challenge Site Information
Users who would like to try the Sidewinder challenge can find it at challenge.sidewinder.com, with IP address 206.145.0.254. There is a WWW server and an anonymous ftp server. As a reward, Secure Computing is offering a jacket with the Sidewinder logo on the back.

More information on the Sidewinder Challenge can be found at http://www.sctc.com. Users can also download a list of frequently asked Sidewinder questions by anonymous FTP from ftp://ftp.sctc.com/pub.
SUMMARY
The Internet servers running on the Sidewinder challenge have been protected using type enforcement. The Internet server applications are a combination of commercial and public domain software that have been integrated to provide current functionality with the best security. The success of the challenge shows that type enforcement has done exceptionally well in application.

Chapter 2-2-2
An Introduction to LAN/WAN Security 
Steve Blanding
The purpose of this chapter is to provide a basic understanding of how to protect Local Area Networks (LANs) and Wide Area Networks (WANs). Connecting computers to networks significantly increases risk. Networks connect large numbers of users to share information and resources, but network security depends heavily on the cooperation of each user. Security is as strong as the weakest link. Studies have shown that most of the abuses and frauds are carried out by authorized users, not outsiders. As the number of LANs and WANs increase, cost-effective security becomes a much more significant issue to deter fraud, waste, and abuse and to avoid embarrassment.

This chapter is intended to help LAN managers understand why they should be concerned about security, what their security concerns should be, and how to resolve their concerns. We will begin by introducing the concept of risk management and touch on basic requirements for protecting LANs. This will be followed by a summary of LAN components and features that will serve as a foundation for determining security requirements. LAN security requirements will then be discussed in terms of the risk assessment process, followed by a detailed discussion of how to implement LAN security in a step-by-step approach. This should provide the necessary guidance in applying security procedures to specific LAN/WAN security risks and exposures.

DEFINITIONS
A LAN, or local area network, is a network of personal computers deployed in a small geographic area such as an office complex, building, or campus. A WAN, or wide area network, is an arrangement of data transmission facilities that provides communications capability across a broad geographic area. LANs and WANs can potentially contain and process sensitive data and, as a result, a plan should be prepared for the security and privacy of these networks. This plan should involve mandatory periodic training in computer security awareness and accepted security practices for all individuals who are involved in the management, use, and operation of these networks and systems. Organizations should have a security program to assure that each automated system has a level of security that is commensurate with the risk and magnitude of the harm that could result from the loss, misuse, disclosure, or modification of the information contained in the system. Each system’s level of security must protect the confidentiality, integrity, and availability of the information. Specifically, this would require that the organization has appropriate technical, personnel, administrative, environmental, and telecommunications safeguards; a cost-effective security approach; and adequate resources to support critical functions and provide continuity of operation in the event of a disaster.

Risk management is defined as a process for minimizing losses through the periodic assessment of potential hazards and the systematic application of corrective measures. Risk to information systems is generally expressed in terms of the potential for loss. The greater the value of the assets, the greater the potential loss. Threats can be people such as hackers, disgruntled employees, error-prone programmers, careless data entry operators, things such as unreliable hardware, or even nature itself such as earthquakes, floods, and lightning. Vulnerabilities are flaws in the protection of assets that can be exploited, partially or fully, by threats resulting in loss. Safeguards preclude or mitigate vulnerabilities.

Managing risks involves not only identifying threats but also determining their impact and severity. Some threats require extensive controls while others require few. Certain threats, such as viruses and other computer crimes, have been highlighted through extensive press coverage, while other threats such as repeated errors by employees generally receive no publicity. Yet, statistics reveal that errors and omissions generally cause more harm than virus attacks. Resources are often expended on threats not worth controlling, while other major threats receive little or no control. Until managers understand the magnitude of the problem and the areas in which threats are most likely to occur, protecting vital computer resources will continue to be an arbitrary and ineffective proposition. The added complexity of LAN/WAN environments creates greater challenges for understanding and managing risks.

LAN/WAN ENVIRONMENT
A brief overview of the highly complex LAN/WAN environment serves as a foundation for the understanding of network security issues and solutions. Many environments use a mix of personal computers (PCs), LANs/WANs, terminals, minicomputers, and mainframes to meet processing needs. LANs are primarily networks that come in many varieties and provide connectivity, directly or indirectly, to many mini and mainframe computers.

A LAN is a group of computers and other devices dispersed over a relatively limited area and connected by a communications link that enables any device to interact with any other on the network. LANs commonly include PCs and shared resources such as laser printers and large hard disks. Although single LANs are typically limited geographically to a department or office building, separate LANs can be connected to form larger networks. Alternatively, LANs can be configured utilizing a client-server architecture which makes use of distributed intelligence by splitting the processing of an application between two distinct components: a front-end client and a back-end server. The client component, itself a complete, stand-alone PC, offers the user its full range of power and features for running applications. The server component, which can be another personal computer, minicomputer, or mainframe, enhances the client by providing the traditional strengths offered by minicomputers and mainframes in a time-shared environment. These strengths are data management, information sharing among clients, and sophisticated network administration and security features.

LAN/WAN Components
PCs are an integral part of the LAN, using an adaptor board, cabling, and software to access the data and devices on the network. PCs can also have dial-in access to a LAN via a modem and telephone line. The PC is the most vulnerable component of a LAN since a PC typically has weak security features, such as lack of memory protection.

LAN cabling, using twisted-pair cable, thin coaxial cable, standard coaxial cable, or optical fiber provides the physical connections. Of these, fiber optics provides the most security, as well as the highest capacity. Cabling is susceptible to tapping to gain unauthorized access to data, but this is considered unlikely due to the high cost of such action. A new alternative to cabling is a wireless LAN, which uses infrared light waves or various radio frequencies (RF) for transmission. Wireless LANs, like cellular telephones, are vulnerable to unauthorized interception.

Servers are dedicated computers that provide various support and resources to client workstations, including file storage, applications, data bases, and security services. In small peer-to-peer LANs, the server can function as one of the client PCs. In addition, minicomputers and mainframes can function in a true server mode. This shared processing feature is not to be confused with PCs that serve as dumb terminals to access minis and mainframes. Controlling physical access to the server is a basic LAN security issue.

A network operating system is installed on a LAN server to coordinate the activities of providing services to the computers and other devices attached to the network. Unlike a single-user operating system, which performs the basic tasks required to keep one computer running, a network operating system must acknowledge and respond to requests from many workstations, managing such details as network access and communications, resource allocation and sharing, data protection, and error control. The network operating system provides crucial security features for a LAN, and is discussed more fully in a separate section below.

Input/output devices (e.g., printers, scanners, faxes, etc.) are shared resources available to LAN users and are susceptible to security problems, such as sensitive output left unattended on a remote printer.

A backbone LAN interconnects the small LAN work groups. This can be accomplished through the use of copper or fiber-optic cabling for the backbone circuits. Fiber optics provides a high degree of security because light signals are difficult to tap or otherwise intercept. Internetworking devices include repeaters, bridges, routers, and gateways. These are communications devices for LANs/WANs that provide the connections, control, and management for efficient and reliable Internetwork access. These devices can also have built-in security control features for controlling access.

Dial-In Access
A PC dial-in connection can be made directly to a LAN server. This connection can occur when a server has been fitted with a dial-in port capability. The remote PC requires communications software, a modem, a telephone line, and the LAN dial-in number to complete the connection. This access procedure invokes the LAN access control measures such as log-on/password requirements. LANs usually have specific controls for remote dial-in procedures. The remote unit used to dial-in may be any computer, including a laptop PC.

A PC can remotely control a second PC via modems and commercially purchased software products such as PC Anywhere and Carbon Copy. When this second PC is cabled to a LAN, a remote connection can be made from the first PC through the second PC into the LAN. The result is access to the LAN within the limits of the user’s access controls. One example of this remote control access is when an individual uses a home computer to dial in to their office PC and remotely control the office PC to access the LAN. The office PC is left running to facilitate this connection. It should be noted that the LAN may not have the capability to detect that a remote-control session is taking place. 

Dial-in capabilities dramatically increase the risk of unauthorized access to the system, thereby requiring strong password protection and other safeguards, such as call-back devices, which are discussed later.

Topology
The topology of a network is the way in which the PCs on the network are physically interconnected. Network devices can be connected in specific patterns such as a bus, ring, or star or some combination of these. The name of the topology describes its physical layout.

PCs on a bus network send data to a head-end retransmitter that rebroadcasts the data back to the PCs. In a ring network, messages circulate the loop, passing from PC to PC in bucket-brigade fashion. An example is IBM’s Token-Ring network, which uses a special data packet called a “token.” Only one token exists on the network at any one time, and the station owning the token is granted the right to communicate with other stations on the network. A predefined token-holding time keeps one user from monopolizing the token indefinitely. When the token owner’s work is completed or the token-holding time has run out, the token is passed to the next user on the ring.

In a star configuration, PCs communicate through a central hub device. Regarded as the first form of local area networking, the star network requires each node to have a direct line to the central or shared hub resource.

LAN topology has security implications. For example, in sending a data from one user to another, the star topology sends it directly through the hub to the receiver. In the ring and bus topologies, the message is routed past other users. As a result, sensitive data messages can be intercepted by these other uses in these types of topologies.

Protocols
A protocol is a formal set of rules that computers use to control the flow of messages between them. Networking involves such a complex variety of protocols that the International Standards Organization (ISO) defined the now-popular seven-layer communications model. The Open Systems Interconnection (OSI) model describes communication processes as a hierarchy of layers, each dependent on the layer beneath it. Each layer has a defined interface with the layer above and below. This interface is made flexible so that designers can implement various communications protocols with security features and still follow the standard. Below is a very brief summary of the layers, as depicted in the OSI model.

•  The application layer is the highest level. It interfaces with users, gets information from data bases, and transfers whole files. E-mail is an application at this level. 

•  The presentation layer defines how applications can enter the network. 

•  The session layer makes the initial contact with other computers and sets up the lines of communication. This layer allows devices to be referenced by name rather than by network address. 

•  The transport layer defines how to address the physical locations/devices on the network, make connections between nodes, and handles the Internetworking of messages. 

•  The network layer defines how the small packets of data are routed and relayed between end systems on the same network or on interconnected networks. 

•  The data-link layer defines the protocol that computers must follow to access the network for transmitting and receiving messages. Token Ring and Ethernet operate within this layer and the physical layer, defined below. 

•  The physical layer defines the physical connection between the computer and the network and, for example, converts the bits into voltages or light impulses for transmission. Topology is defined here. 

Bridges, routers, and gateways are “black boxes” that permit the use of different topologies and protocols within a single heterogeneous system. In general, two LANs that have the same physical layer protocol can be connected with a simple, low-cost repeater. Two LANs that speak the same data-link layer protocol can be connected with a bridge even if they differ at the physical layer. If the LANs have a common network layer protocol, they can be connected with a router. If two LANs have nothing in common they can be connected at the highest level, the application layer, with a gateway.

These black boxes have features and filters that can enhance network security under certain conditions, but the features must be understood and utilized. For example, an organization could elect to permit E-mail to pass bidirectionally by putting in place a mail gateway while preventing interactive log-in sessions and file sessions by not passing any other traffic than E-mail.

Companies should specify a set of OSI protocols for the computer network intended for acquisition and use by their organizations. This requirement should preclude the acquisition of their favorite computer networking products. Instead, when acquiring computer networking products, they are required to purchase OSI capabilities in addition to any other requirements so that multivendor interoperability becomes a built-in feature of the computing environment.

Security is of fundamental importance to the acceptance and use of open systems in a LAN/WAN environment. Part 2 of the Opens Systems Interconnection reference model (Security Architecture) is now an international standard. The standard describes a general architecture for security in OSI, defines a set of security services that may be supported within the OSI model, and outlines a number of mechanisms that can be used in providing the services. However, no protocols, formats, or minimum requirements are contained in the standard.

An organization desiring security in a product that is being purchased in accordance with this profile must specify the security services required, the placement of the services within the OSI architecture, the mechanisms to provide the services, and the management features required. Security services may be provided at one or more of the layers. The primary security services that are defined in the OSI security architecture are (1) data confidentially services to protect against unauthorized disclosure; (2) data integrity services to protect against unauthorized modification, insertion, and deletion; (3) authentication services to verify the identity of communication peer entities and the source of data; and (4) access control services to allow only authorized communication and system access.

Applications
Applications on a LAN can range from word processing to data base management systems. The most universally used application is E-mail. E-mail software provides a user interface to help construct the mail message and an engine to move the E-mail to its destination. Depending on the address, the E-mail may be routed across the office via the LAN or across the country via LAN/WAN bridges and gateways. E-mail may also be sent to other mail systems, both mainframe- and PC-based. An important security note is that on some systems it is also possible to restrict mail users from attaching files as a part of an antivirus program.

Many application systems have their own set of security features, in addition to the protection provided by the network operating system. Data base management systems, in particular, have comprehensive security controls built in to limit access to authorized users.

The WAN
A natural extension of the LAN is the wide area network or WAN. A WAN connects LANS, both locally and remotely, and thus connects remote computers together over long distances. The WAN provides the same functionality as the individual LAN, but on a larger scale where E-mail, applications, and files now move throughout an organization-wide Internet. WANs are, by default, heterogeneous networks that consist of a variety of computers, operating systems, topologies, and protocols. The most popular Internetworking devices for WANs are bridges and routers. Hybrid units called brouters which provide both bridging and routing functions are also appearing. The decision to bridge or route depends on protocols, network topology, and security requirements. Internetworking schemes often include a combination of bridges and routers. 

Many organizations today support a variety of networking capabilities for different groups or divisions within their companies. These include LAN to LAN interconnection, gateways to outside company networks, and E-mail backbone capabilities. Network management and security services typically include long-haul data encryption (DES) services.

Network Management
The overall management of a LAN/WAN is highly technical. The ISO’s network management model divides network management functions into five subsystems: Fault Management, Performance Management, Configuration Management, Accounting Management, and Security Management. Security management includes controlling access to network resources.

Network management products, such as monitors, network analyzers, and integrated management systems, provide various network status and event history data. These and similar products are designed for troubleshooting and performance evaluation, but can also provide useful information, patterns, and trends for security purposes. For example, a typical LAN analyzer can help the technical staff troubleshoot LAN bugs, monitor network traffic, analyze network protocols, capture data packets for analysis, and assist with LAN expansion and planning. While LAN audit logs can record the user identification code of someone making excessive log-on errors which might not be the owner, it may require a network analyzer to determine the exact identity of the PC on which the log-on errors are occurring. As passive monitoring devices, network analyzers do not log on to a server and are not subject to server-software security. Therefore, analyzer operators should be appropriately screened.

Access Control Mechanisms
Network operating systems have access control mechanisms that are crucial for LAN/WAN security. For example, access controls can limit who can log on, what resources will be available, what each user can do with these resources, and when and from where access is available. Management, LAN, security, and key user personnel should cooperate closely to implement access controls. Security facilities typically included with network operating system software such as Novell NetWare and Banyan Vines include user security, network file access, console security, and network security. These are highlighted below to illustrate the range of security that a LAN can provide.

User security controls determine how, when, and where LAN users will gain access to the system. Setting up user security profiles generally includes the following tasks:

•  Specify group security settings 

•  Specify settings for specific users 

•  Manage password security — length, expiration, etc., prevent user changes to settings 

•  Specify log-on settings 

•  Specify log-on times 

•  Specify log-out settings 

•  Specify, modify, and delete log-on locations (workstation, server, and link) 

•  Delete a user’s security 

•  Specify user dial-in access lists for servers 

Network file security is determined by the level of security that is imposed on the directory in which the file resides. Individual files can be secured by employing password protection or other security mechanisms allowed by the specific application software. Each directory has access rights defined to it that consist of an ordered series of user names and access levels.

The console security/selection function allows the system administrator to prevent unauthorized persons from using the operator console. This function allows the system administrator to assign a console password, lock and unlock the console, and change the console type (i.e., assign operator functions to a workstation).

Network security controls determine how outside users and servers can access the resources in the LAN over dial-up lines or intermediate networks or wide area networks. Network security tasks include specifying user dial-up access and specifying Internetwork access.

Future of LANS/WANS
The future direction of computing is increased information sharing across the organization. A host of technologies are evolving to assist companies in reaching this goal. These goals include powerful computers connected to large-bandwidth circuits to move huge amounts of information, open systems architectures to connect various hardware systems, portability of software across multiple systems, and desk-top multi-media capabilities, to name just a few. The center of these evolving technologies is the LAN/WAN. Office networks will continue to grow rapidly, becoming the lifeline of overall organization activity. The goal is to provide transparent access to local office data across mainframes, minicomputers, and PCs. Network security must be included commensurately. The key is to balance information sharing with information security. The information systems security specialists for the LAN environment of tomorrow will, by necessity, require a high degree of technical hardware and software knowledge.

ASSESSING RISK
In general, risk analysis is used to determine the position an organization should take regarding the risk of loss of assets. Because LANs and WANs represent critical assets to the organization, assessing the risk of loss of these assets is an important management responsibility. The information security industry has used risk analysis techniques for many years. A risk analysis is a formalized exercise that includes:

•  Identification, classification, and valuation of assets; 

•  Postulation and estimation of potential threats; 

•  Identification of vulnerabilities to threats; and 

•  Evaluation of the probable effectiveness of existing safeguards and the benefits of additional safeguards.

Protection Needed
The type and relative importance of protection needed for the LAN/WAN must be considered when assessing risk. LAN and WAN systems and their applications need protection in the form of administrative, physical, and technical safeguards for reasons of confidentiality, integrity, and availability.

Confidentiality
The system contains information that requires protection from unauthorized disclosure. Examples of confidentiality include the need for timed dissemination (e.g., the annual budget process), personal data covered by privacy laws, and proprietary business information.

Integrity
The system contains information that must be protected from unauthorized, unanticipated, or unintentional modification, including the detection of such activities. Examples include systems critical to safety or life support and financial transaction systems.

Availability
The system contains information or provides services that must be available on a timely basis to meet mission requirements or to avoid substantial losses. One way to estimate criticality of a system is in terms of downtime. If a system can be down for an extended period at any given time, without adverse impact, it is likely that it is not within the scope of the availability criteria.

For each of the three categories of confidentiality, integrity, and availability, it is necessary to determine the relative protection requirement. These may be defined as:

•  High — a critical concern of the organization; 

•  Medium — an important concern, but not necessarily paramount in the organization’s priorities; or 

•  Low — some minimal level of security is required, but not to the same degree as the previous two categories. 

Asset Values
A valuation process is needed to establish the risk or potential for loss in terms of dollars. The greater the value of the assets, the greater the potential loss, and therefore, the greater the need for security. Asset values are useful indicators for evaluating appropriate safeguards for cost effectiveness, but they do not reflect the total tangible and intangible value of information systems. The cost of recreating the data or information could be more than the hardware costs. The violation of confidentiality, the unauthorized modification of important data, or the denial of services at a crucial time could result in substantial costs that are not measurable in monetary terms alone. For example, the accidental or intentional release of premature or partial information relating to investigations, budgets, or contracts could be highly embarrassing to company officials and cause loss of public confidence in the corporation.

Asset valuation should include all computing-associated tangible assets, including LAN/WAN computer hardware, special equipment, and furnishings. Software, data, and documentation are generally excluded since backup copies should be available.

The starting point for asset valuation is the LAN/WAN inventory. A composite summary of inventory items, acquisition value, current depreciated value, and replacement value is one way to provide a reasonable basis for estimating cost effectiveness for safeguards. It should be noted that if a catastrophic loss were to occur, it is unlikely that any organization would replace all hardware components with exact model equivalents. Instead, newer substitute items currently available would probably be chosen, due to the rapid pace of technological improvements.

THREATS TO LAN/WAN SECURITY
A threat is an identifiable risk that has some probability of occurring. Threats are grouped in three broad areas: people threats, virus threats, and physical threats. LANs and WANs are particularly susceptible to people and virus-related threats because of the large number of people who have access rights.

People Threats
The greatest threat posed to LANs and WANs are people — and this threat is primarily from insiders. These are employees who make errors and omissions and employees who are disgruntled or dishonest. People threats are costly. Employee errors, accidents, and omissions cause some 50 to 60% of the annual dollar losses. Disgruntled employees and dishonest employees add another 20%. These insider threats are estimated to account for over 75% of the annual dollar loss experienced by organizations each year. Outsider threats such as hackers and viruses add another 5%. Physical threats, mainly fire and water damage, add another 20%. It should be noted that these figures were published in 1988, and since that time there has been a dramatic increase in virus incidents, which may significantly enlarge the dollar loss from outsider threats, particularly in the LAN/WAN environment. Some people threats include the following.

System administration error
This area includes all human errors occurring in the setup, administration, and operation of LAN systems, ranging from the failure to properly enable access controls and other security features to the lack of adequate backups. The possible consequences include loss of data confidentiality, integrity, and system availability, as well as possible embarrassment to the company or the individual.

PC operator error
This includes all human errors occurring in the operation of PC/LAN systems, including improper use of log-on/passwords, inadvertent deletion of files, and inadequate backups. Possible consequences include data privacy violations and loss of capabilities, such as the accidental erasure of critical programs or data.

Software/programming error
These errors include all the “bugs,” incompatibility issues, and related problems that occur in developing, installing, and maintaining software on a LAN. Possible consequences include degradation, interruption, or loss of LAN capabilities.

Unauthorized disclosure
This is defined as any release of sensitive information on the LAN that is not sanctioned by proper authority, including those caused by carelessness and accidental release. Possible consequences are violations of law and policy, abridgement of rights of individuals, embarrassment to individuals and the company, and loss of shareholder confidence in the company.

Unauthorized use
Unauthorized use is the employment of company resources for purposes not authorized by the corporation and the use of noncompany resources on the network, such as using personally owned software at the office. Possible consequences include the introduction of viruses, and copyright violations for use of unlicensed software.

Fraud/embezzlement
This is the unlawful deletion of company recorded assets through the deceitful manipulation of internal controls, files, and data, often through the use of a LAN. Possible consequences include monetary loss and illegal payments to outside parties.

Modification of data
This is any unauthorized changing of data, which can be motivated by such things as personal gain, favoritism, a misguided sense of duty, or a malicious intent to sabotage. Possible consequences include the loss of data integrity and potentially flawed decision making. A high risk is the disgruntled employee.

Alteration of software
This is defined as any unauthorized changing of software, which can be motivated by such things as disgruntlement, personal gain, or a misguided sense of duty. Possible consequences include all kinds of processing errors and loss of quality in output products.

Theft of computer assets
Theft includes the unauthorized/unlawful removal of data, hardware, or software from company facilities. Possible consequences for the loss of hardware can include the loss of important data and programs resident on the hard disk or on diskettes stored in the immediate vicinity.

Viruses and Related Threats
Computer viruses are the most widely recognized example of a class of programs written to cause some form of intentional disruption or damage to computer systems or networks. A computer virus performs two basic functions: it copies itself to other programs, thereby infecting them, and it executes the instructions the author included in it. Depending on the author’s motives, a program infected with a virus may cause damage immediately upon its execution, or it may wait until a certain event has occurred, such as a particular time or date. The damage can vary widely, and can be so extensive as to require the complete rebuilding of all system software and data. Because viruses can spread rapidly to other programs and systems, the damage can multiply geometrically.

Related threats include other forms of destructive programs such as Trojan horses and network worms. Collectively, they are known as malicious software. These programs are often written to masquerade as useful programs, so that users are induced into copying them and sharing them with their friends. The malicious software phenomenon is fundamentally a people problem, as it is frequently authored and often initially spread by individuals who use systems in an unauthorized manner. Thus, the threat of unauthorized use, by both unauthorized and authorized users, must be addressed as a part of virus prevention.

Physical Threats
Electrical power problems are the most frequent physical threat to LANs, but fire or water damage is the most serious. Physical threats generally include the following:

Electrical power failures/disturbances
This is any break or disturbance in LAN power continuity that is sufficient to cause operational interruption, ranging from high-voltage spikes to area “brownouts.” Possible consequences range from minor loss of input data to temporary shutdown of systems.

Hardware failure
Hardware failures include any failure of LAN components (particularly disk crashes in PCs). Possible consequences include loss of data or data integrity, loss of processing time, and interruption of services, and may also include degradation or loss of software capabilities.

Fire/water damage
This could include a major catastrophic destruction of an entire building, partial destruction within an office area, LAN room fire, water damage from sprinkler system, and/or smoke damage. The possible consequences include loss of the entire system for extended periods of time.

Other physical threats
These include environmental failures/mishaps involving air conditioning, humidity, heating, liquid leakage, explosion, and contamination. Physical access threats include sabotage/terrorism, riot/civil disorders, bomb threats, and vandalism. Natural disasters include flood, earthquake, hurricane, snow/ice storm, windstorm, tornado, and lightning.

VULNERABILITIES
Vulnerabilities are flaws in the protection of LANs/WANs that can be exploited, partially or fully, by threats resulting in loss. Only a few generic vulnerabilities will be highlighted here, since vulnerabilities are specific weaknesses in a given LAN environment. Vulnerabilities are precluded by safeguards, and a comprehensive list of LAN safeguards is discussed later. Of paramount importance are the most basic safeguards, which are proper security awareness and training.

A LAN exists to provide designated users with shared access to hardware, software, and data. Unfortunately, the LAN’s greatest vulnerability is access control. Significant areas of access vulnerability include the PC, passwords, LAN server, and Internetworking.

The Personal Computer
The PC is so vulnerable that user awareness and training are of paramount importance to assure even a minimum degree of protection. PC vulnerable areas include:

Access control
Considerable progress has been made in security management and technology for large-scale centralized data processing environments, but relatively little attention has been given to the protection of small systems. Most PCs are single-user systems and lack built-in hardware mechanisms that would provide users with security-related systems functions. Without such hardware features (e.g., memory protection), it is virtually impossible to prevent user programs from accessing or modifying parts of the operating system and thereby circumventing any intended security mechanisms.

PC floppy disk drive
The floppy disk drive is a major asset of PC workstations, given its virtually unlimited storage capacity via the endless number of diskettes that can be used to store data. However, the disk drive also provides ample opportunity for sensitive government data to be stolen on floppy disks and for computer viruses to enter the network from literally hundreds of access points. This problem is severe in certain sensitive data environments, and the computer industry has responded with diskless workstations designed specifically for LAN operations. The advantage of diskless PCs is that they solve certain security problems, such as the introduction of unauthorized software (including viruses) and the unauthorized removal of sensitive data. The disadvantage is that the PC workstation becomes a limited, network-dependent unit, not unlike the old “dumb” mainframe terminals.

Hard disk
Most current PCs have internal hard disks ranging from 1 to 2 gigabytes of online storage capacity. Sensitive data residing on these hard disks are vulnerable to theft, modification, or destruction. Even if PC access and LAN access are both password protected, PCs with DOS-based operating systems may be booted from a floppy disk that bypasses the password, permitting access to unprotected programs and files on the hard disk. PC hardware and software security features and products are available to provide increasing degrees of security for data on hard disk drives, ranging from password protection for entering the system to data encryption. “Erasing” hard disks is another problem area. An “erase” or “delete” command does not actually delete a file from the hard disk. It only alters the disk directory or address codes so that it appears as if deletion or erasure of the data has taken place. The information is still there and will be electronically “erased” when DOS eventually writes new files over the old “deleted” files. This may take some time, depending on the available space on the hard disk. In the meantime, various file recovery programs can be used to magically restore the “deleted” file. There are special programs that really do erase a file and these should be used for the removal of sensitive files. A companion issue is that the server may have a copy of the sensitive file, and a user may or may not have erase privileges for the server files.

Repairs
Proper attention must be given to the repair and disposition of equipment. Outside commercial repair staff should be monitored by internal or company technical staff when service is being performed on sensitive PC/LAN equipment. Excess or surplus hard disks should be properly erased prior to releasing the equipment.

PC Virus
PCs are especially vulnerable to viruses and related malicious software such as Trojan horses, logic bombs, and worms. An executing program, including a virus-infected program, has access to most things in memory or on disk. For example, when DOS activates an application program on a PC, it turns control over to the program for execution. There are virtually no areas of memory protected from access by application programs. There is no block between an application program and the direct usage of system input/output (disk drives, communications, ports, printers, screen displays, etc.). Once the application program is running, it has complete access to everything in the system.

Virus-infected software may have to be abandoned and replaced with uninfected earlier versions. Thus, an effective backup program is crucial in order to recover from a virus attack. Most important, it is essential to determine the source of the virus and the system’s vulnerability and institute appropriate safeguards. A LAN/WAN is also highly vulnerable, because any PC can propagate an infected copy of a program to other PCs and possibly the server(s) on the network.

LAN Access
Access Control
A password system is the most basic and widely used method to control access to LANs/WANs. There may be multiple levels of password controls to the LAN and its services, to access to each major application on the LAN, and to other major systems interconnected to the LAN. Conversely, some system access controls depend heavily on the initial LAN log-on/password sequence. While passwords are the most common form of network protection, they are also the weakest from a human aspect. Studies by research groups have found that passwords have many weaknesses, including poor selection of passwords by users (e.g., middle names, birthdays, etc.), poor password administration (e.g., no password guidance, no requirement to change passwords regularly, etc.), and the recording of passwords in easily detected formats (e.g., on calendar pads, in DOS batch files, and even in log-on sequences). Group/multiuser passwords lack accountability and are also vulnerable to misuse.

Dial-In Access
Dial-in telephone access via modems provides a unique window to LANs and WANs, enabling anyone with a user ID, password, and a computer to log into the system. Hackers are noted for their use of dial-in capabilities for access, using commonly available user IDs and cleverly guessing passwords. Effective passwords and log-on procedures, dial-in time limitations and locations, call-back devices, port protectors, and strong LAN/WAN administration are ways to provide dial-in access control.

UNIX
UNIX is a popular operating system that is often cited for its vulnerabilities, including its handling of “superusers.” Whoever has access to the superuser password has access to everything on the system. UNIX was not really designed with security in mind. To complicate matters, new features have been added to UNIX over the years, making security even more difficult to control. Perhaps the most problematic features are those relating to networking, which include remote log-on, remote command execution, network file systems, diskless workstations, and E-mail. All of these features have increased the utility and usability of UNIX by untold amounts. However, these same features, along with the widespread connection of UNIX systems to the Internet and other networks, have opened up many new areas of vulnerabilities to unauthorized abuse of the system.

Internetworking
Internetworking is the connection of the local LAN server to other LAN/WAN servers via various connection devices which consist of routers and gateways. Virtually all organizations with multiple sites or locations use Internetworking technology within their computing environments. E-mail systems could not exist without this interconnectivity. Each additional LAN/WAN interconnection can add outside users and increase the risks to the system. LAN servers and network devices can function as “filters” to control traffic to and from external networks. For example, application gateways may be used to enforce access control policies at network boundaries. The important point is to balance connectivity requirements with security requirements.

The effective administration of LANs/WANs requires interorganizational coordination and teamwork. Since networks can cross so many organizational boundaries, integrated security requires the combined efforts of many personnel, including the administrators and technical staff (who support the local servers, networks, and Internetworks), security personnel, users, and management.

E-mail is the most popular application supported by Internetworking environments. E-mail messages are somewhat different from other computer applications in that they can involve “store and forward” communications. Messages travel from the sender to the recipient, often from one computer to another over a WAN. When messages are stored in one place and then forwarded to multiple locations, they become vulnerable to interception or can carry viruses and related malicious software.

SAFEGUARDS
Safeguards preclude or mitigate LAN vulnerabilities and threats, reducing the risk of loss. No set of safeguards can fully eliminate losses, but a well-planned set of cost-effective safeguards can reduce risks to a reasonable level as determined by management. Safeguards are divided into four major groups: general, technical, operational, and virus. Most of these safeguards also apply to applications as well as to LANs and WANs.

General Safeguards
General safeguards include a broad range of controls that serve to establish a firm foundation for technical and operational safeguards. Strong management commitment and support is required for these safeguards to be effective. General safeguards include, but are not necessarily limited to, the assignment of a LAN/WAN security officer, a security awareness and training program, personnel screening during hiring, separation of duties, and written procedures.

Assignment of LAN/WAN security officer
The first safeguard in any LAN/WAN security program is to assign the security responsibility to a specific, technically knowledgeable person. This person must then take the necessary steps to assure a viable LAN security program, as outlined in a company policy statement. Also, this policy should require that a responsible owner/security individual be assigned to each application, including E-mail and other LAN applications.

Security awareness and training
All employees involved with the management, use, design, acquisition, maintenance, or operation of a LAN must be aware of their security responsibilities and trained in how to fulfil them. Technical training is the foundation of security training. These two categories of training are so interrelated that training in security should be a component of each computer systems training class. Proper technical training is considered to be perhaps the single most important safeguard in reducing human errors.

Personnel screening
Personnel security policies and procedures should be in place and working as part of the process of controlling access to LANs and WANs. Specifically, LAN/WAN management must designate sensitive positions and screen incumbents, which should be described in a company human resource policy manual, for individuals involved in the management, operation, security, programming, or maintenance of systems. Computer security studies have shown that fraud and abuse are often committed by authorized employees. The personnel screening process should also address LAN/WAN repair and maintenance activities, as well as janitorial and building repair crews that may have unattended access to LAN/WAN facilities.

Separation of duties
People within the organization are the largest category of risk to the LAN and WAN. Separation of duties is a key to internal control and should be, designed to make fraud or abuse difficult without collusion. For example, setting up the LAN security controls, auditing the controls, and management review of the results should be performed by different persons.

Written procedures
It is human nature for people to perform tasks differently and inconsistently, even if the same person performs the same task. An inconsistent procedure increases the potential for an unauthorized action (accidental or intentional) to take place on a LAN. Written procedures help to establish and enforce consistency in LAN/WAN operations. Procedures should be tailored to specific LANs and addressed to the actual users, to include the “do’s” and “don’t’s” of the main elements of safe computing practices such as access control (e.g., password content), handling of removable disks and CDs, copyright and license restrictions, remote access restrictions, input/output controls, checks for pirated software, courier procedures, and use of laptop computers. Written procedures are also an important element in the training of new employees.

Technical Safeguards
These are the hardware and software controls to protect the LAN and WAN from unauthorized access or misuse, help detect abuse and security violations, and provide security for LAN applications. Technical safeguards include user identification and authentication, authorization and access controls, integrity controls, audit trail mechanisms, confidentiality controls, and preventive hardware maintenance controls.

User Identification and Authentication
User identification and authentication controls are used to verify the identity of a station, originator, or individual prior to allowing access to the system or to specific categories of information within the system. Identification involves the identifier or name by which the user is known to the system (e.g., a user identification code). This identifying name or number is unique, is unlikely to change, and need not be kept secret. When authenticated, it is used to provide authorization/access and to hold individuals responsible for their subsequent actions.

Authentication is the process of “proving” that the individual is actually the person associated with the identifier. Authentication is crucial for proper security; it is the basis for control and accountability in a system. Following are three basic authentication methods for establishing identity.

Something Known by the Individual. Passwords are presently the most commonly used method of controlling access to systems. Passwords are a combination of letters and numbers (or symbols), preferably comprised of six or more characters, that should be known only to the accessor. Passwords and log-on codes should have an automated expiration feature, should not be reusable, should provide for secrecy (e.g., nonprint, nondisplay feature, encryption), and should limit the number of unsuccessful access attempts. Passwords should conform to a set of rules established by management. 

In addition to the password weaknesses, passwords can be misused. For example, someone who can electronically monitor the channel may also be able to “read” or identify a password and later impersonate the sender. Popular computer network media such as Ethernet or token rings are vulnerable to such abuses. Encryption authentication schemes can mitigate these exposures. Also, the use of one-time passwords has proven effective.

Something Possessed by an Individual. Several techniques can be used in this method. One technique would include a magnetically encoded card (e.g., smart cards) or a key for a lock. Techniques such as encryption may be used in connection with card devices to further enhance their security. 

Dial-back is a combination method where users dial in and identify themselves in a prearranged method. The system then breaks the connection and dials the users back at a predetermined number. There are also devices to determine, without the call back, that a remote device hooked to the computer is actually an authorized device.

Other security devices used at the point of log-on and as validation devices on the LAN server include port-protection devices and random number generators.

Something About the Individual. These would include biometric techniques that measure some physical attribute of a person such as a fingerprint, voiceprint, signature, or retinal pattern and transmits the information to the system that is authenticating the person. Implementation of these techniques can be very expensive. 

Authorization and Access Controls
These are hardware or software features used to detect and/or permit only authorized access to or within the system. An example of this control would be the use of access lists or tables. Authorization/access controls include controls to restrict access to the operating system and programming resources, limits on access to associated applications, and controls to support security policies on network and Internetwork access.

In general, authorization/access controls are the means whereby management or users determine who will have what modes of access to which objects and resources. The who may include not only people and groups, but also individual PCs and even modules within an application. The modes of access typically include read, write, and execute access to data, programs, servers, and Internetwork devices. The objects that are candidates for authorization control include data objects (directories, files, libraries, etc.), executable objects (commands, programs, etc.), input/output devices (printers, tape backups), transactions, control data within the applications, named groups of any of the foregoing elements, and the servers and Internetwork devices. 

Integrity Controls
Integrity controls are used to protect the operating system, applications, and information in the system from accidental or malicious alteration or destruction, and provide assurance to users that data have not been altered (e.g., message authentication). Integrity starts with the identification of those elements that require specific integrity controls. The foundations of integrity controls are the identification/authentication and authorization/access controls. These controls include careful selection of and adherence to vendor-supplied LAN administrative and security controls. Additionally, the use of software packages to automatically check for viruses is effective for integrity control.

Data integrity includes two control mechanisms that must work together and are essential to reducing fraud and error control. These are (1) the well-formed transaction, and (2) segregation of duties among employees. A well-formed transaction has a specific, constrained, and validated set of steps and programs for handling data, with automatic logging of all data modifications so that actions can be audited later. The most basic segregation of duty rule is that a person creating or certifying a well-formed transaction may not be permitted to execute it.

Two cryptographic techniques provide integrity controls for highly sensitive information. Message Authentication Codes (MACs) are a type of cryptographic checksum that can protect against unauthorized data modification, both accidental and intentional. Digital signatures authenticate the integrity of the data and the identity of the author. Digital signature standards are used in E-mail, electronic funds transfer, electronic data interchange, software distribution, data storage, and other applications that require data integrity assurance and sender authentication.

Audit Trail Mechanisms
Audit controls provide a system monitoring and recording capability to retain or reconstruct a chronological record of system activities. An example would be system log files. These audit records help to establish accountability when something happens or is discovered. Audit controls should be implemented as part of a planned LAN security program. LANs have varying audit capabilities, which include exception logging and event recording. Exception logs record information relating to system anomalies such as unsuccessful password or log-on attempts, unauthorized transaction attempts, PC/remote dial-in lockouts, and related matters. Exception logs should be reviewed and retained for specified periods. Event records identify transactions entering or exiting the system, and journal tapes are a backup of the daily activities.

Confidentiality Controls
These controls provide protection for data that must be held in confidence and protected from unauthorized disclosure. The controls may provide data protection at the user site, at a computer facility, in transit, or some combination of these. Confidentiality relies on comprehensive LAN/WAN security controls which may be complemented by encryption controls.

Encryption is a means of encoding or scrambling data so that they are unreadable. When the data are received, the reverse scrambling takes place. The scrambling and descrambling requires an encryption capability at either end and a specific key, either hardware or software, to code and decode the data. Encryption allows only authorized users to have access to applications and data.

The use of cryptography to protect user data from source to destination, which is called end-to-end encryption, is a powerful tool for providing network security. This form of encryption is typically applied at the transport layer of the network (layer 4). End-to-end encryption cannot be employed to maximum effectiveness if application gateways are used along the path between communicating entities. These gateways must, by definition, be able to access protocols at the application layer (layer 7), above the layer at which the encryption is employed. Hence, the user data must be decrypted for processing at the application gateway and then reencrypted for transmission to the destination (or another gateway). In such an event the encryption being performed is not really end-to-end. There are a variety of low-cost, commercial security/encryption products available that may provide adequate protection for unclassified use, some with little or no maintenance of keys. Many commercial software products have security features that may include encryption capabilities, but do not meet the requirements of the DES. 

Preventive Maintenance
Hardware failure is an ever-present threat, since LAN and WAN physical components wear out and break down. Preventive maintenance identifies components nearing the point at which they could fail, allowing for the necessary repair or replacement before operations are affected.

Operational Safeguards
Operation safeguards are the day-to-day procedures and mechanisms to protect LANs. These safeguards include backup and contingency planning, physical and environmental protection, production and input/output controls, audit and variance detection, hardware and system software maintenance controls, and documentation.

Backup and Contingency Planning
The goal of an effective backup strategy is to minimize the number of workdays that can be lost in the event of a disaster (e.g., disk crash, virus, fire). A backup strategy should indicate the type and scope of backup, the frequency of backups, and the backup retention cycle. The type/scope of backup can range from complete system backups, to incremental system backups, to file/data backups, or even dual backup disks (disk “mirroring”). The frequency of the backups can be daily, weekly, or monthly. The backup retention cycle could be defined as daily backups kept for a week, weekly backups kept for a month, or monthly backups kept for a year.

Contingency planning consists of workable procedures for continuing to perform essential functions in the event that information technology support is interrupted. Application plans should be coordinated with the backup and recovery plans of any installations and networks used by the application. Appropriate emergency, backup, and contingency plans and procedures should be in place and tested regularly to assure the continuity of support in the event of system failure. These plans should be known to users and coordinated with them. Offsite storage of critical data, programs, and documentation is important. In the event of a major disaster such as fire, or even extensive water damage, backups at offsite storage facilities may be the only way to recover important data, software, and documentation.

Physical and Environmental Protection
These are controls used to protect against a wide variety of physical and environmental threats and hazards, including deliberate intrusion, fire, natural hazards, and utility outages or breakdowns. Several areas come within the direct responsibility of the LAN/WAN personnel and security staff including adequate surge protection, battery backup power, room and cabinet locks, and possibly additional air-conditioning sources. Surge protection and backup power will be discussed in more detail.

Surge suppressors that protect stand-alone equipment may actually cause damage to computers and other peripherals in a network. Ordinary surge protectors and uninterruptible power supplies (UPS) can actually divert dangerous electrical surges into network data lines and damage equipment connected to that network. Power surges are momentary increases in voltage of up to 6,000 volts in 110-volt power systems, making them dangerous to delicate electronic components and data as they search for paths to ground. Ordinary surge protectors simply divert surges from the hot line to the neutral and ground wires, where they are assumed to flow harmlessly to earth. The extract below summarizes this surge protection problem for networks.

Computers interconnected by data lines present a whole new problem because network data lines use the powerline ground circuit for signal voltage reference. When a conventional surge protector diverts a surge to ground, the surge directly enters the data lines through the ground reference. This causes high surge voltages to appear across data lines between computers, and dangerous surge currents to flow in these data lines. TVSSs (Transient Voltage Surge Suppressors) based on conventional diversion designs should not be used for networked equipment. Surge protectors may contribute to LAN crashes by diverting surge pulses to ground, thereby contaminating the reference used by data cabling. To avoid having the ground wire act as a “back door” entry for surges to harm a computer’s low-voltage circuitry, network managers should consider powerline protection that (1) provides low let-through voltage, (2) does not use the safety ground as a surge sink and preserves it for its role as voltage reference, (3) attenuates the fast rise times of all surges, to avoid stray coupling into computer circuitry, and (4) intercepts all surge frequencies, including internally generated high-frequency surges.

The use of an UPS for battery/backup power can make the difference between a “hard or soft crash.” Hard crashes are the sudden loss of power and the concurrent loss of the system, including all data and work in progress in the servers’ random access memory (RAM). An UPS provides immediate backup power to permit an orderly shutdown or “soft crash” of the LAN, thus saving the data and work in progress. The UPS protecting the server should include software to alert the entire network of an imminent shutdown, permitting users to save their data. LAN servers should be protected by UPSs, and UPS surge protectors should avoid the “back door” entry problems described above.

Production and Input/Output Controls
These are controls over the proper handling, processing, storage, and disposal of input and output data and media, including locked storage of sensitive paper and electronic media, and proper disposal of materials (i.e., erasing/degaussing diskettes/tape and shredding sensitive paper material).

Audit and Variance Detection
These controls allow management to conduct an independent review of system records and activities in order to test for adequacy of system controls, and to detect and react to departures from established policies, rules, and procedures. Variance detection includes the use of system logs and audit trails to check for anomalies in the number of system accesses, types of accesses, or files accessed by users.

Hardware and System Software Maintenance Controls
These controls are used to monitor the installation of and updates to hardware and operating system and other system software to ensure that the software functions as expected and that an historical record is maintained of system changes. They may also be used to ensure that only authorized software is allowed on the system. These controls may include a hardware and system software configuration policy that grants managerial approval to modifications, then documents the changes. They may also include virus protection products.

Documentation
Documentation controls are in the form of descriptions of the hardware, software, and policies, standards, and procedures related to LAN security, and include vendor manuals, LAN procedural guidance, and contingency plans for emergency situations. They may also include network diagrams to depict all interconnected LANs/WANs and the safeguards in effect on the network devices.

Virus Safeguards
Virus safeguards include the good security practices cited above which include backup procedures, the use of only company approved software, and procedures for testing new software. All organizations should require a virus prevention and protection program, including the designation and training of a computer virus specialist and backup. Each LAN should be part of this program. More stringent policies should be considered as needed, such as:

•  Use of antivirus software to prevent, detect, and eradicate viruses; 

•  Use of access controls to more carefully limit users; 

•  Review of the security of other LANs before connecting; 

•  Limiting of E-mail to nonexecutable files; and, 

•  Use of call-back systems for dial-in lines. 

Additionally, there are several other common-sense tips which reduce the exposure to computer viruses. If the software allows it, apply write-protect tabs to all program disks before installing new software. If it does not, write protect the disks immediately after installation. Also, do not install software without knowing where it has been. Where applicable, make executable files read-only. It won’t prevent virus infections, but it can help contain those that attack executable files (e.g., files that end in “.exe” or “.com”). Designating executable files as read-only is easier and more effective on a network, where system managers control read/write access to files. Finally, back up the files regularly. The only way to be sure the files will be around tomorrow is to back them up today.

METHOD OF ANALYSIS
Analysis methodologies may range from informal reviews of small office automation installations through formal risk assessments at major data centers. An informal security review can be used for systems with low-level risk designations. Formal security assessments should be required for high-level risk environments. Below is a further discussion of levels of protection.

Automated Risk Assessment
There are a considerable number of automated risk assessment packages, of varying capabilities and costs, available in the marketplace. These automated packages address large and medium facilities, applications, office automation, and LAN/WAN environments. Several packages contain general analyses of network vulnerabilities applicable to LANs. These packages have been found to have adequate coverage of LAN administration, protection of file servers, and PC/LAN backup practices and procedures.

Questionnaires and Checklists
The key to good security management is measurement — knowing where one is in relation to what needs to be done. Questionnaires are one way to gather relevant information from the user community. A PC/LAN questionnaire can be a simple, quick, and effective tool to support informal and formal risk assessments. For small, informal risk assessments, the PC/LAN questionnaire can be the main assessment tool. A checklist is another valuable tool for helping to evaluate the status of security.

A customized version of an automated questionnaire and assessment can be developed by security consultants as well. With this approach, the user is prompted to respond to a series of PC and LAN questions which are tailored online to the user’s environment, and then provides recommendations to improve the user’s security practices and safeguards. Typically designed for the average PC user, this approach functions as a risk assessment tool. A questionnaire/checklist may be a useful first step in determining if a more formal/extensive risk assessment needs to be done, as well as to guide the direction of the risk assessment.

LAN/WAN SECURITY IMPLEMENTATION
This section provides a step by step approach for implementing cost-effective LAN/WAN security. A simple example is used to illustrate this approach. The steps performed in the implementation process include determining and reviewing responsibilities, determining required procedures, determining security level requirements, and determining detailed security procedures.

Determine/Review Responsibilities
The first step in LAN/WAN security implementation is to know who is responsible for doing what. LAN/WAN security is a complex undertaking, requiring an integrated team effort. Responsibilities must be defined for managers of facilities, information technology operations personnel, and managers of application systems which run on LANs.

In addition, every area network should require a LAN/WAN administrator and an information systems security officer whose specific duties include the implementation of appropriate general, technical (e.g., access controls and Internetwork security), and operational controls (e.g., backups and contingency planning). In general, the security officer is responsible for the development and coordination of LAN and WAN security requirements, including the “Computer Systems Security Plan”. The LAN/WAN administrator is responsible for the proper implementation and operation of security features on the LAN/WAN.

Determine Required Procedures
The second step is to understand the type and relative importance of protection needed for a LAN. As stated above, a LAN may need protection for reasons of confidentiality, integrity, and availability. For each of the three categories there are three subcategories to determine the level of security needed: High, Medium, or Low. A matrix approach can be used to document the conclusions for needed security. This involves ranking the security objectives for the LAN being reviewed, using the following simple matrix.

	Typical Security Matrix Security Objectives 


	Level of Protection Needed 

	
	High (Level 3) 
	Medium (Level 2) 
	Low (Level 1) 

	Confidentiality 
	  
	  
	  

	Integrity 
	  
	  
	  

	Availability 
	  
	  
	  

	Overall


The result is an overall security designation of low (Level 1), medium (Level 2), or high (Level 3). In all instances, the security level designation of a LAN should be equal to or higher than the highest security level designation of any data it processes or systems it runs. This security level designation determines the minimum security safeguards required to protect sensitive data files and to ensure the operational continuity of critical processing capabilities.

This matrix analysis approach to documenting security designations can be expanded and refined into more complex models with security objective subcategories and possibly the use of weighted value assignments for categories. Most automated packages are based on more complex measurement models.

Determine Security Level Requirements
Once the level of protection has been determined, the next step is to determine the security level requirements. Using the simple model that has been created to illustrate this approach, the following is a suggested definition of the minimum security requirements for each level of protection.

Level 1 Requirements
The suggested controls required to adequately safeguard a Level 1 system are considered good management practices. These include, but are not limited, to the following.

1.  Information systems security awareness and training. 

2.  Position sensitivity designations. 

3.  Physical access controls. 

4.  A complete set of information systems and operations documentation. 

Level 2 Requirements
The suggested controls required to adequately safeguard a Level 2 system include all of the requirements for Level 1, plus the following requirements.

1.  A detailed risk management program. 

2.  Record retention procedures. 

3.  A list of authorized users. 

4.  Security review and certification procedures. 

5.  Clearance (i.e., appropriate background checks) for persons in sensitive positions. 

6.  A detailed fire/catastrophe plan. 

7.  A formal written contingency plan. 

8.  A formal risk analysis. 

9.  An automated audit trail. 

10.  Authorized access and control procedures. 

11.  Secure physical transportation procedures. 

12.  Secure telecommunications. 

13.  An emergency power program. 

Level 3 Requirements
The suggested controls required to adequately safeguard a Level 3 system include all of the requirements for Levels 1 and 2, plus the following.

1.  More secure data transfer, maybe including encryption. 

2.  Additional audit controls. 

3.  Additional fire prevention requirements. 

4.  Provision of waterproof covers for computer equipment. 

5.  Maintenance of a listing of critical-sensitive clearances. 

Determine Detailed Security Procedures
The matrix model and suggested security requirements described above illustrate a very general simple approach for documenting the security implementation requirements. To proceed with the implementation, specific, detailed security protections must be determined, starting with who gets what access, and when. Management, LAN personnel, and security officials, working with key users, must determine the detailed security protections. Procedures for maintaining these protections must be formalized (e.g., who reviews audit logs; who notifies the LAN administrator of departed personnel) to complete the security implementation requirements phase.

DEVELOP AN INTEGRATED SECURITY APPROACH
The final step is the development of an integrated security approach for a LAN/WAN environment. The approach involves the culmination of areas described above into one integrated comprehensive approach. Areas discussed below that are included within the integrated approach are: the use of PC/LAN questionnaires, the role of the Computer System Security Plan, risk assessment, annual review and training, and annual management reporting and budgeting.

Role of the PC/LAN Questionnaire
Security programs require the gathering of a considerable amount of information from managers, technical staff, and users. Interviews are one way, and these are often used with the technical staff. Another way to obtain information is with a PC questionnaire, which is a particularly good method for reaching a reasonable segment of the user community, quickly and efficiently. With minor updating, these surveys can be used periodically to provide a current picture of the security environment.

A PC/LAN questionnaire is suggested for Level 1 reviews and to support Level 2 and 3 risk assessments. In other words, a questionnaire can be the focus of an informal risk assessment and can be a major element in a formal risk assessment. A PC/LAN questionnaire, for example, can collect the information to help identify applications and general purpose systems, identify sensitivity and criticality, and determine specific additional security needs relating to security training, access controls, backup and recovery requirements, input/output controls, and many other aspects of security. This questionnaire can be passed out to a representative sampling of PC users, from novices to experienced users, asking them to take 15 to 20 minutes to fill out the form. The aggregated results of this questionnaire should provide a reasonable number of indicators to assess the general status of PC computing practices within the LAN/WAN environment.

Role of the Computer System Security Plan
A Computer Systems Security Plan (CSSP) is suggested for development of Level 2 and Level 3 LANs and WANs. CSSPs are an effective tool for organizing LAN security. The CSSP format provides simplicity, uniformity, consistency, and scalability. The CSSP is to be used as the risk management plan for controlling all recurring requirements, including risk updates, personnel screening, training, etc.

Risk Assessment
Risk assessment includes the identification of informational and other assets of the system, threats that could affect the confidentiality, integrity, or availability of the system, system vulnerabilities/susceptibility to the threats, potential impacts from threat activity, identification of protection requirements to control the risks, and selection of appropriate security measures. Risk assessment for general purpose systems, including LANs/WANs, are suggested for use at least every five years, or more often when there are major operational, software, hardware, or configuration changes.

Annual Review and Training Session
An ideal approach would be to conduct a yearly LAN/WAN meeting where LAN/WAN management, security, and end-user personnel can get together and review the security of the system. LAN/WAN meetings are an ideal way to satisfy both the security needs/updates of the system and the training/orientation needs of the individuals who are associated with the system. The process can be as simple as reviewing the CSSP, item by item, for additions, changes, and deletions. General discussion on special security topics such as planned network changes and management concerns can round out the agenda. A summary of the meeting is useful for personnel who were unable to attend, for managers, and for updating the management plan.

An often overlooked fact is that LAN/WAN security is only as good as the security being practiced. Information and system security is dependent on each user. Users need to be sensitized, trained, and monitored to ensure good security practices.

Update Management/Budget Plan
The management/budget plan is the mechanism for getting review and approval of security requirements in terms of specific projects, descriptions, responsibilities, schedule, and costs. This plan should be updated yearly to reflect the annual review findings.
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Companies continue to flock to the Internet in ever-increasing numbers, despite the fact that the overall and underlying environment is not secure. To further complicate the matter, vendors, standards bodies, security organizations, and practitioners cannot agree on a standard, compliant, and technically available approach. As a group of investors concerned with the success of the Internet for business purposes, it is critical that we pull our collective resources and work together to quickly establish and support interoperable security standards; open security interfaces to existing security products and security control mechanisms within other program products; and hardware and software solutions within heterogeneous operating systems which will facilitate smooth transitions.

Interfaces and teaming relationships to further this goal include computer and network security and information security professional associations (CSI, ISSA, NCSA), professional technical and engineering organizations (I/EEE, IETF), vendor and product user groups, government and standards bodies, seminars and conferences, training companies/institutes (MIS), and informal networking among practitioners.

Having the tools and solutions available within the marketplace is a beginning, but we also need strategies and migration paths to accommodate and integrate Internet, intranet, and World Wide Web (WWW) technologies into our existing IT infrastructure. While there are always emerging challenges, introduction of newer technologies, and customers with challenging and perplexing problems to solve, this approach should enable us to maximize the effectiveness of our existing security investments, while bridging the gap to the long awaited and always sought after perfect solution!

Security solutions are slowly emerging, but interoperability, universally accepted security standards, application programming interfaces (APIs) for security, vendor support and cooperation, and multiplatform security products are still problematic. Where there are products and solutions, they tend to have niche applicability, be vendor-centric or only address one of a larger set of security problems and requirements. For the most part, no single vendor or even software/vendor consortium has addressed the overall security problem within “open” systems and public networks. This indicates that the problem is very large, and that we are years away from solving today’s problem, not to mention tomorrow’s.

This chapter establishes and supports the need for an underlying baseline security framework that will enable companies to successfully evolve to doing business over the Internet and using internal intranet- and World Wide Web-based technologies most effectively within their own corporate computing and networking infrastructures. It presents a solution set that exploits existing skills, resources, and security implementations.

By acknowledging today’s challenges, bench-marking today’s requirements, and understanding our “as is condition” accordingly, we as security practitioners can best plan for security in the twenty-first century. Added benefits adjacent to this strategy will hopefully include a more cost-effective and seamless integration of security policies, security architectures, security control mechanisms, and security management processes to support this environment.

For most companies, the transition to “open” systems technologies is still in progress and most of us are somewhere in the process of converting mainframe applications and systems to distributed network-centric client-server infrastructures. Nevertheless, we are continually challenged to provide a secure environment today, tomorrow, and in the future, including smooth transitions from one generation to another. This chapter considers a phased integration methodology that initially focuses on the update of corporate policies and procedures, including most security policies and procedures; secondly, enhances existing distributed security architectures to accommodate the use of the Internet, intranet, and WWW technologies; thirdly, devises a security implementation plan that incorporates the use of new and emerging security products and techniques; and finally, addresses security management and infrastructure support requirements to tie it all together.

It is important to keep in mind, as with any new and emerging technology, Internet, intranet, and WWW technologies do not necessarily bring new and unique security concerns, risks, and vulnerabilities, but rather introduce new problems, challenges and approaches within our existing security infrastructure.

Security requirements, goals, and objectives remain the same, while the application of security, control mechanisms, and solution sets are different and require the involvement and cooperation of multidisciplined technical and functional area teams. As in any distributed environment, there are more players, and it is more difficult to find or interpret the overall requirements or even talk to anyone who sees or understands the big picture. More people are involved than ever before, emphasizing the need to communicate both strategic and tactical security plans broadly and effectively throughout the entire enterprise. The security challenges and the resultant problems become larger and more complex in this environment. Management must be kept up-to-date and thoroughly understand overall risk to the corporation’s information assets with the implementation or decisions to implement new technologies. They must also understand, fund, and support the influx of resources required to manage the security environment.

As with any new and emerging technology, security should be addressed early in terms of understanding the requirements, participating in the evaluation of products and related technologies, and finally in the engineering, design, and implementation of new applications and systems. Security should also be considered during all phases of the systems development life cycle. This is nothing new, and many of us have learned this lesson painfully over the years as we have tried to retrofit security solutions as an adjunct to the implementation of some large and complex system. Another important point to consider throughout the integration of new technologies, is “technology does not drive or dictate security policies, but the existing and established security policies drive the application of new technologies.” This point must be made to management, customers, and supporting IT personnel.

For most of us, the WWW will be one of the most universal and influential trends impacting our internal enterprise and its computing and networking support structure. It will widely influence our decisions to extend our internal business processes out to the Internet and beyond. It will enable us to use the same user interface, the same critical systems and applications, work towards one single original source of data, and continue to address the age-old problem: how can I reach the largest number of users at the lowest cost possible?”

THE PATH TO INTERNET/BROWSER TECHNOLOGIES
Everyone is aware of the staggering statistics relative to the burgeoning growth of the Internet over the last decade. The use of the WWW can even top that growth, causing the traffic on the Internet to double every six months. With five internal Web servers being deployed for every one external Web server, the rise of the intranet is also more than just hype. Companies are predominately using the Web technologies on the intranet to share information and documents. Future application possibilities are basically any enterprise-wide application such as education and training; corporate policies and procedures; human resources applications such as a resume, job posting, etc.; and company information. External Web applications include marketing and sales.

For the purpose of this discussion, we can generally think of the Internet in three evolutionary phases. While each succeeding phase has brought with it more utility and the availability of a wealth of electronic and automated resources, each phase has also exponentially increased the risk to our internal networks and computing environments.

Phase I, the early days, is characterized by a limited use of the Internet, due in the most part to its complexity and universal accessibility. The user interface was anything but user friendly, typically limited to the use of complex UNIX-based commands via line mode. Security by obscurity was definitely a popular and acceptable way of addressing security in those early days, as security organizations and MIS management convinced themselves that the potential risks were confined to small user populations centered around homogeneous computing and networking environments. Most companies were not externally connected in those days, and certainly not to the Internet.

Phase II is characterized by the introduction of the first versions of data base search engines, including Gopher and Wide Area Information System (WAIS). These tools were mostly used in the government and university environments and were not well known nor generally proliferated in the commercial sector.

Phase III brings us up to today’s environment, where Internet browsers are relatively inexpensive, readily available, easy to install, easy to use through GUI frontends and interfaces, interoperable across heterogeneous platforms, and ubiquitous in terms of information access.

The growing popularity of the Internet and the introduction of the “Internet” should not come as a surprise to corporate executives who are generally well read on such issues and tied into major information technology (IT) vendors and consultants. However, quite frequently companies continue to select one of two choices when considering the implementation of WWW and Internet technologies. Some companies, who are more technically astute and competitive, have jumped in totally and are exploiting Internet technologies, electronic commerce, and the use of the Web. Others, of a more conservative nature and more technically inexperienced, continue to maintain a hard-line policy on external connectivity, which basically continues to say “NO.”

Internet technologies offer great potential for cost savings over existing technologies, representing huge investments over the years in terms of revenue and resources now supporting corporate information infrastructures and contributing to the business imperatives of those enterprises. Internet-based applications provide a standard communications interface and protocol suite ensuring interoperability and access to the organization’s heterogeneous data and information resources. Most WWW browsers run on all systems and provide a common user interface and ease of use to a wide range of corporate employees.

Benefits derived from the development of WWW-based applications for internal and external use can be categorized by the cost savings related to deployment, generally requiring very little support or end-user training. The browser software is typically free, bundled in vendor product suites, or very affordable. Access to information, as previously stated, is ubiquitous and fairly straightforward.

Use of internal WWW applications can change the very way organizations interact and share information. When established and maintained properly, an internal WWW application can enable everyone on the internal network to share information resources, update common use applications, receive education and training, and keep in touch with colleagues at their home base, from remote locations, or on the road.

INTERNET/WWW SECURITY OBJECTIVES
As mentioned earlier, security requirements do not change with the introduction and use of these technologies, but the emphasis on where security is placed and how it is implemented does change. The company’s Internet, intranet, and WWW security strategies should address the following objectives, in combination or in prioritized sequence, depending on security and access requirements, company philosophy, the relative sensitivity of the company’s information resources, and the business imperative for using these technologies.

•  Ensure that Internet- and WWW-based application and the resultant access to information resources are protected, and that there is a cost-effective and user-friendly way to maintain and manage the underlying security components over time as new technology evolves and security solutions mature in response. 

•  Information assets should be protected against unauthorized usage and destruction. Communication paths should be encrypted as well as transmitted information that is broadcast over public networks. 

•  Receipt of information from external sources should be decrypted and authenticated. Internet- and WWW-based applications, WWW pages, directories, discussion groups, and data bases should all be secured using access control mechanisms. 

•  Security administration and overall support should accommodate a combination of centralized and decentralized management. 

•  User privileges should be linked to resources, with privileges to those resources managed and distributed through directory services. 

•  Mail and real-time communications should also be consistently protected. Encryption key management systems should be easy to administer, compliant with existing security architectures, compatible with existing security strategies and tactical plans, and secure to manage and administer. 

•  New security policies, security architectures, and control mechanisms should evolve to accommodate this new technology; not change in principle or design. 

Continue to use risk management methodologies as a baseline for deciding how many of the new Internet, intranet, and WWW technologies to use and how to integrate them into the existing Information Security Distributed Architecture. As always, ensure that the optimum balance between access to information and protection of information is achieved during all phases of the development, integration, implementation, and operational support life cycle.

INTERNET AND WWW SECURITY POLICIES AND PROCEDURES
Having said all of this, it is clear that we need new and different policies, or minimally, an enhancement or refreshing of current policies supporting more traditional means of sharing, accessing, storing, and transmitting information. In general, high-level security philosophies, policies, and procedures should not change. In other words, who is responsible for what (the fundamental purpose of most high-level security policies) does not change. These policies are fundamentally directed at corporate management, process, application and system owners, functional area management, and those tasked with the implementation and support of the overall IT environment. There should be minimal changes to these policies, perhaps only adding the Internet and WWW terminology.

Other high-level corporate policies must also be modified, such as the use of corporate assets, responsibility for sharing and protecting corporate information, etc. The second-level corporate policies, usually more procedure oriented typically addressing more of the “how,” should be more closely scrutinized and may change the most when addressing the use of the Internet, intranet, and Web technologies for corporate business purposes. New classifications and categories of information may need to be established and new labeling mechanisms denoting a category of information that cannot be displayed on the Internet or new meanings to “all allow” or “public” data. The term “public,” for instance, when used internally, usually means anyone authorized to use internal systems. In most companies, access to internal networks, computing systems, and information is severely restricted and “public” would not mean unauthorized users, and certainly not any user on the Internet.

Candidate lower-level policies and procedures for update to accommodate the Internet and WWW include external connectivity, network security, transmission of data, use of electronic commerce, sourcing and procurement, E-mail, nonemployee use of corporate information and electronic systems, access to information, appropriate use of electronic systems, use of corporate assets, etc.

New policies and procedures (most likely enhancements to existing policies) highlight the new environment and present an opportunity to dust off and update old policies. Involve a broad group of customers and functional support areas in the update to these policies. The benefits are many. It exposes everyone to the issues surrounding the new technologies, the new security issues and challenges, and gains buy-in through the development and approval process from those who will have to comply when the policies are approved. It is also an excellent way to raise the awareness level and get attention to security up front.

The most successful corporate security policies and procedures address security at three levels, at the management level through high-level policies, at the functional level through security procedures and technical guidelines, and at the end-user level through user awareness and training guidelines. Consider the opportunity to create or update all three when implementing Internet, intranet, and WWW technologies.

Since these new technologies increase the level of risk and vulnerability to your corporate computing and network environment, security policies should probably be beefed up in the areas of audit and monitoring. This is particularly important because security and technical control mechanisms are not mature for the Internet and WWW and therefore more manual processes need to be put in place and mandated to ensure the protection of information.

The distributed nature of Internet, intranet, and WWW and their inherent security risks can be addressed at a more detailed level through an integrated set of policies, procedures, and technical guidelines. Because these policies and processes will be implemented by various functional support areas, there is a great need to obtain by-in from these groups and ensure coordination and integration through all phases of the systems’ life cycle. Individual and collective roles and responsibilities should be clearly delineated to include monitoring and enforcement.

Other areas to consider in the policy update include legal liabilities, risk to competition-sensitive information, employees’ use of company time while “surfing” the Internet, use of company logos and trade names by employees using the Internet, defamation of character involving company employees, loss of trade secrets, loss of the competitive edge, ethical use of the Internet, etc.

DATA CLASSIFICATION SCHEME
A data classification scheme is important to both reflect existing categories of data and introduce any new categories of data needed to support the business use of the Internet, electronic commerce, and information sharing through new intranet and WWW technologies. The whole area of nonemployee access to information changes the approach to categorizing and protecting company information.

The sample chart below (Exhibit 1) is an example of how general to specific categories of company information can be listed, with their corresponding security and protection requirements to be used as a checklist by application, process, and data owners to ensure the appropriated level of protection, and also as a communication tool to functional area support personnel tasked with resource and information protection. A supplemental chart could include application and system names familiar to corporate employees, or types of general applications and information such as payroll, HR, marketing, manufacturing, etc.
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Exhibit 1.  Sample Data Protection Classification Hierarchy

Note that encryption may not be required for the same level of data classification in the mainframe and proprietary networking environment, but in “open” systems and distributed and global networks transmitted data are much more easily compromised. Security should be applied based on a thorough risk assessment considering the value of the information, the risk introduced by the computing and network environment, the technical control mechanisms feasible or available for implementation, and the ease of administration and management support. Be careful to apply the right “balance” of security. Too much is just as costly and ineffective as too little in most cases.

APPROPRIATE USE POLICY
It is important to communicate management’s expectation for employee’s use of these new technologies. An effective way to do that is to supplement the corporate policies and procedures with a more user-friendly bulletined list of requirements. The list should be specific, highlight employee expectations and outline what employees can and cannot do on the Internet, intranet, and WWW. The goal is to communicate with each and every employee, leaving little room for doubt or confusion. An Appropriate Use Policy (Exhibit 2) could achieve these goals and reinforce the higher level. Areas to address include the proper use of employee time, corporate computing and networking resources, and acceptable material to be viewed or downloaded to company resources.
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Exhibit 2.  Appropriate Use Policy

Most companies are concerned with the Telecommunications Act and their liabilities in terms of allowing employees to use the Internet on company time and with company resources. Most find that the trade-off is highly skewed to the benefit of the corporation in support of the utility of the Internet. Guidelines must be carefully spelled out and coordinated with the legal department to ensure that company liabilities are addressed through clear specification of roles and responsibilities. Most companies do not monitor their employee’s use of the Internet or the intranet, but find that audit trail information is critical to prosecution and defense for computer crime.

Overall computer security policies and procedures are the baseline for any security architecture and the first thing to do when implementing any new technology. However, you are never really finished as the development and support of security policies is an iterative process and should be revisited on an ongoing basis to ensure that they are up-to-date, accommodate new technologies, address current risk levels, and reflect the company’s use of information and network and computing resources.

There are four basic threats to consider when you begin to use Internet, intranet, and Web technologies:

•  Unauthorized alteration of data 

•  Unauthorized access to the underlying operating system 

•  Eavesdropping on messages passed between a server and a browser 

•  Impersonation 

Your security strategies should address all four. These threats are common to any technology in terms of protecting information. In the remainder of this chapter, we will build upon the general “good security practices and traditional security management” discussed in the first section and apply these lessons to the technical implementation of security and control mechanisms in the Internet, intranet, and Web environments.

The profile of a computer hacker is changing with the exploitation of Internet and Web technologies. Computerized bulletin board services and network chat groups link computer hackers (formerly characterized as loners and misfits) together. Hacker techniques, programs and utilities, and easy-to-follow instructions are readily available on the net. This enables hackers to more quickly assemble the tools to steal information and break into computers and networks, and it also provides the “would-be” hacker a readily available arsenal of tools.

INTERNAL/EXTERNAL APPLICATIONS
Most companies segment their networks and use firewalls to separate the internal and external networks. Most have also chosen to push their marketing, publications, and services to the public side of the firewall using file servers and Web servers. There are benefits and challenges to each of these approaches. It is difficult to keep data synchronized when duplicating applications outside the network. It is also difficult to ensure the security of those applications and the integrity of the information. Outside the firewall is simply outside, and therefore also outside the protections of the internal security environment. It is possible to protect that information and the underlying system through the use of new security technologies for authentication and authorization. These techniques are not without trade-offs in terms of cost and ongoing administration, management, and support. 

Security goals for external applications that bridge the gap between internal and external, and for internal applications using the Internet, intranet, and WWW technologies should all address these traditional security controls:

•  Authentication 

•  Authorization 

•  Access control 

•  Audit 

•  Security administration 

Some of what you already used can be ported to the new environment, and some of the techniques and supporting infrastructure already in place supporting mainframe-based applications can be applied to securing the new technologies.

Using the Internet and other public networks is an attractive option, not only for conducting business-related transactions and electronic commerce, but also for providing remote access for employees, sharing information with business partners and customers, and supplying products and services. However, public networks create added security challenges for IS management and security practitioners, who must devise security systems and solutions to protect company computing, networking, and information resources. Security is a CRITICAL component.

Two watchdog groups are trying to protect online businesses and consumers from hackers and fraud. The council of Better Business Bureaus has launched BBBOnline, a service that provides a way to evaluate the legitimacy of online businesses. In addition, the national computer security association, NCSA, launched a certification program for secure WWW sites. Among the qualities that NCSA looks for in its certification process are extensive logging, the use of encryption including those addressed in this chapter, and authentication services.

There are a variety of protection measures that can be implemented to reduce the threats in the Web/server environment, making it more acceptable for business use. Direct server protection measures include secure Web server products which use differing designs to enhance the security over user access and data transmittal. In addition to enhanced secure Web server products, the Web server network architecture can also be addressed to protect the server and the corporate enterprise which could be placed in a vulnerable position due to server enabled connectivity. Both secure server and secure Web server designs will be addressed, including the application and benefits to using each.
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Exhibit 3.  Where are your Users?

WHERE ARE YOUR USERS?
Discuss how the access point where your users reside contributes to the risk and the security solutions set. Discuss the challenge when users are all over the place and you have to rely on remote security services that are only as good as the users’ correct usage. Issues of evolving technologies can also be addressed. Concerns for multiple layering of controls and dissatisfied users with layers of security controls, passwords, hoops, etc. can also be addressed.

WEB BROWSER SECURITY STRATEGIES
Ideally, Web browser security strategies should use a network-based security architecture that integrates your company’s external Internet and the internal intranet security policies. Ensure that users on any platform, with any browser, can access any system from any location if they are authorized and have a “need-to-know.” Be careful not to adopt the latest evolving security product from a new vendor or an old vendor capitalizing on a hot marketplace.

Recognizing that the security environment is changing rapidly, and knowing that we don’t want to change our security strategy, architecture, and control mechanisms every time a new product or solution emerges, we need to take time and use precautions when devising browser security solutions. It is sometimes a better strategy to stick with the vendors that you have already invested in and negotiate with them to enhance their existing products, or even contract with them to make product changes specific or tailored to accommodate your individual company requirements. Be careful in these negotiations as it is extremely likely that other companies have the very same requirements. User groups can also form a common position and interface to vendors for added clout and pressure.

You can basically secure your Web server as much as or as little as you wish with the current available security products and technologies. The trade offs are obvious: cost, management, administrative requirements, and time. Solutions can be hardware, software and personnel intensive.

Enhancing the security of the Web server itself has been a paramount concern since the first Web server initially emerged, but progress has been slow in deployment and implementation. As the market has mushroomed for server use, and the diversity of data types that are being placed on the server has grown, the demand has increased for enhanced Web server security. Various approaches have emerged, with no single de facto standard yet emerging (though there are some early leaders — among them Secure Sockets Layer [SSL] and Secure Hypertext Transfer Protocol [S-HTTP]). These are two significantly different approaches, but both widely seen in the marketplace. 

Secure Socket Layer (SSL) Trust Model
One of the early entrants into the secure Web server and client arena is Netscape’s Commerce Server, which utilizes the Secure Sockets Layer (SSL) trust model. This model is built around the RSA Public Key/Private Key architecture. Under this model, the SSL-enabled server is authenticated to SSL-aware clients, proving its identity at each SSL connection. This proof of identity is conducted through the use of a public/private key pair issued to the server validated with x.509 digital certificates. Under the SSL architecture, Web server validation can be the only validation performed, which may be all that is needed in some circumstances. This would be applicable for those applications where it is important to the user to be assured of the identity of the target server, such as when placing company orders, or other information submittal where the client is expecting some important action to take place. Exhibit 4 diagrams this process.
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Exhibit 4.  Server Authentication

Optionally, SSL sessions can be established that also authenticate the client and encrypt the data transmission between the client and the server for multiple I/P services (HTTP, Telnet, FTP). The multiservice encryption capability is available because SSL operates below the application layer and above the TCP/IP connection layer in the protocol stack, and thus other TCP/IP services can operate on top of a SSL-secured session.

Optionally, authentication of a SSL client is available when the client is registered with the SSL server, and occurs after the SSL-aware client connects and authenticates the SSL server. The SSL client then submits its digital certificate to the SSL server, where the SSL server validates the client’s certificate and proceeds to exchange a session key to provide encrypted transmissions between the client and the server. Exhibit 5 provides a graphical representation of this process for mutual client and server authentication under the SSL architecture. This type of mutual client/server authentication process should be considered when the data being submitted by the client are sensitive enough to warrant encryption prior to being submitted over a network transmission path.
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Exhibit 5.  Client and Server Authentication

Though there are some “costs” with implementing this architecture, these cost variables must be considered when proposing a SSL server implementation to enhance your Web server security. First of all, the design needs to consider whether to only provide server authentication, or both server and client authentication. The issue when expanding the authentication to include client authentication includes the administrative overhead of managing the user keys, including a key revocation function. This consideration, of course, has to assess the size of the user base, potential for growth of your user base, and stability of your proposed user community. All of these factors will impact the administrative burden of key management, especially if there is the potential for a highly unstable or transient user community.

The positive considerations for implementing a SSL-secured server is the added ability to secure other I/P services for remote or external SSL clients. SSL-registered clients now have the added ability to communicate securely by utilizing Telnet and FTP (or other I/P services) after passing SSL client authentication and receiving their session encryption key. In general the SSL approach has very broad benefits, but these benefits come with the potential added burden of higher administration costs, though if the value of potential data loss is great, then it is easily offset by the administration cost identified above.

Secure Hypertext Transfer Protocol (S-HTTP)
Secure Hypertext Transfer Protocol, (S-HTTP) is emerging as another security tool and incorporates a flexible trust model for providing secure Web server and client HTTP communications. It is specifically designed for direct integration into HTTP transactions, with its focus on flexibility for establishing secure communications in a HTTP environment while providing transaction confidentiality, authenticity/integrity, and nonrepudiation. S-HTTP incorporates a great deal of flexibility in its trust model by leaving defined variable fields in the header definition which identifies the trust model or security algorithm to be used to enable a secure transaction. S-HTTP can support symmetric or asymmetric keys, and even a Kerberos-based trust model. The intention of the authors was to build a flexible protocol that supports multiple trusted modes, key management mechanisms, and cryptographic algorithms through clearly defined negotiation between parties for specific transactions.

At a high level the transactions can begin in a untrusted mode (standard HTTP communication), and “setup” of a trust model can be initiated so that the client and the server can negotiate a trust model, such as a symmetric key-based model on a previously agreed-upon symmetric key, to begin encrypted authentication and communication. The advantage of a S-HTTP-enabled server is the high degree of flexibility in securely communicating with Web clients. A single server, if appropriately configured and network enabled, can support multiple trust models under the S-HTTP architecture and serve multiple client types. In addition to being able to serve a flexible user base, it can also be used to address multiple data classifications on a single server where some data types require higher-level encryption or protection then other data types on the same server and therefore varying trust models could be utilized.

The S-HTTP model provides flexibility in its secure transaction architecture, but focuses on HTTP transaction vs. SSL which mandates the trust model of a public/private key security model, which can be used to address multiple I/P services. But the S-HTTP mode is limited to only HTTP communications.

INTERNET, INTRANET, AND WORLD WIDE WEB SECURITY ARCHITECTURES
Implementing a secure server architecture, where appropriate, should also take into consideration the existing enterprise network security architecture and incorporate the secure server as part of this overall architecture. In order to discuss this level of integration, we will make an assumption that the secure Web server is to provide secure data dissemination for external (outside the enterprise) distribution and/or access. A discussion of such a network security architecture would not be complete without addressing the placement of the Web server in relation to the enterprise firewall (the firewall being the dividing line between the protected internal enterprise environment and the external “public” environment).

Setting the stage for this discussion calls for some identification of the requirements, so the following list outlines some sample requirements for this architectural discussion on integrating a secure HTTP server with an enterprise firewall.

•  Remote client is on public network accessing sensitive company data 

•  Remote client is required to authenticate prior to receiving data 

•  Remote client only accesses data via HTTP 

•  Data is only updated periodically 

•  Host site maintains firewall 

•  Sensitive company data must be encrypted on public networks 

•  Company support personnel can load HTTP server from inside the enterprise 

Based on these high-level requirements, an architecture could be set up that would place a S-HTTP server external to the firewall, with one-way communications from inside the enterprise “to” the external server to perform routine administration, and periodic data updates. Remote users would access the S-HTTP server utilizing specified S-HTTP secure transaction modes, and be required to identify themselves to the server prior to being granted access to secure data residing on the server. Exhibit 6 depicts this architecture at a high level. This architecture would support a secure HTTP distribution of sensitive company data, but doesn’t provide absolute protection due to the placement of the S-HTTP server entirely external to the protected enterprise. There are some schools of thought that since this server is unprotected by the company-controlled firewall, the S-HTTP server itself is vulnerable, thus risking the very control mechanism itself and the data residing on it. The opposing view on this is that the risk to the overall enterprise is minimized, as only this server is placed at risk and its own protection is the S-HTTP process itself. This process has been a leading method to secure the data, without placing the rest of the enterprise at risk, by placing the S-HTTP server logically and physically outside the enterprise security firewall.
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Exhibit 6.  Externally Placed Server

A slightly different architecture has been advertised that would position the S-HTTP server inside the protected domain, as Exhibit 7 indicates. The philosophy behind this architecture is that the controls of the firewall (and inherent audits) are strong enough to control the authorized access to the S-HTTP server, and also thwart any attacks against the server itself. Additionally, the firewall can control external users so that they only have S-HTTP access via a logically dedicated path, and only to the designated S-HTTP server itself, without placing the rest of the internal enterprise at risk. This architecture relies on the absolute ability of the firewall and S-HTTP of always performing their designated security function as defined; otherwise, the enterprise has been opened for attack through the allowed path from external users to the internal S-HTTP server. Because these conditions are always required to be true and intact, the model with the server external to the firewall has been more readily accepted and implemented.
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Exhibit 7.  Internally Placed Server

Both of these architectures can offer a degree of data protection in a S-HTTP architecture when integrated with the existing enterprise firewall architecture. As an aid in determining which architectural approach is right for a given enterprise, a risk assessment can provide great input to the decision. This risk assessment may include decision points such as:

•  Available resources to maintain a high degree of firewall audit and S-HTTP server audit 

•  Experience in firewall and server administration 

•  Strength of their existing firewall architecture 

SECURE WWW CLIENT CONFIGURATION
There is much more reliance on the knowledge and cooperation of the end user and the use of a combination of desktop and workstation software, security control parameters within client software, and security products all working together to mimic the security of the mainframe and distributed application’s environments. Consider the areas below during the risk assessment process and the design of WWW security solution sets.

•  Ensure that all internal and external company-used workstations have resident and active antivirus software products installed. Preferably use a minimum number of vendor products to reduce security support and vulnerabilities as there are varying vendor schedules for providing virus signature updates. 

•  Ensure that all workstation and browser client software is preconfigured to return all WWW and other external file transfers to temporary files on the desktop. Under no circumstances should client server applications or process-to-process automated routines download files to system files, preference files, bat files, start-up files, etc. 

•  Ensure that JAVA script is turned off in the browser client software desktop configuration. 

•  Configure browser client software to automatically flush the cache, either upon closing the browser or disconnecting from each Web site. 

•  When possible or available, implement one of the new security products that scans WWW downloads for viruses. 

•  Provide user awareness and education to all desktop WWW and Internet users to alert them to the inherent dangers involved in using the Internet and WWW. Include information on detecting problems, their roles and responsibilities, your expectations, security products available, how to set and configure their workstations and program products, etc. 

•  Suggest or mandate the use of screen savers, security software programs, etc., in conjunction with your security policies and distributed security architectures. 

This is a list of current areas of concern from a security perspective. There are options that when combined can tailor the browser to the specifications of individual workgroups or individuals. These options will evolve with the browser technology. The list should continue to be modified as security problems are corrected or as new problems occur.

AUDIT TOOLS AND CAPABILITIES
As we move further and further from the “good old days” when we were readily able to secure the “glass house”, we rely more on good and sound auditing practices. As acknowledged throughout this chapter, security control mechanisms are mediocre at best in today’s distributed networking and computing environments. Today’s auditing strategies must be robust, available across multiple heterogeneous platforms, computing and network based, real-time and automated, and integrated across the enterprise.

Today, information assets are distributed all over the enterprise, and therefore auditing strategies must acknowledge and accept this challenge and accommodate more robust and dicey requirements. As is the case when implementing distributed security control mechanisms, in the audit environment there are also many players and functional support areas involved in collecting, integrating, synthesizing, reporting, and reconciling audit trails and audit information. The list includes applications and applications developers and programs, data base management systems and data base administrators, operating systems and systems administrators, local area network (LAN) administrators and network operating systems (NOS), security administrators and security software products, problem reporting and tracking systems and helpline administrators, and others unique to the company’s environment.

As well as real-time, the audit system should provide for tracking and alarming, both to the systems and network management systems, and via pagers to support personnel. Policies and procedures should be developed for handling alarms and problems, i.e., isolate and monitor, disconnect, etc.

There are many audit facilities available today, including special audit software products for the Internet, distributed client server environments, WWW clients and servers, Internet firewalls, E-mail, News Groups, etc. The application of one or more of these must be consistent with your risk assessment, security requirements, technology availability, etc. The most important point to make here is the fundamental need to centralize distributed systems auditing (not an oxymoron). Centrally collect, sort, delete, process, report, take action and store critical audit information. Automate any and all steps and processes. It is a well-established fact that human beings cannot review large numbers of audit records and logs and reports without error. Today’s audit function is an adjunct to the security function, and as such is more important and critical than ever before. It should be part of the overall security strategy and implementation plan.

The overall audit solutions set should incorporate the use of browser access logs, enterprise security server audit logs, network and firewall system authentication server audit logs, application and middle-ware audit logs, URL filters and access information, mainframe system audit information, distributed systems operating system audit logs, data base management system audit logs, and other utilities that provide audit trail information such as accounting programs, network management products, etc.

The establishment of auditing capabilities over WWW environments follows closely with the integration of all external WWW servers with the firewall, as previously mentioned. This is important when looking at the various options available to address a comprehensive audit approach.

WWW servers can offer a degree of auditability based on the operating system of the server on which they reside. The more time-tested environments such as UNIX are perceived to be difficult to secure, whereas the emerging NT platform with its enhanced security features supposedly make it a more secure and trusted platform with a wide degree of audit tools and capabilities (though the vote is still out on NT, as some feel it hasn’t had the time and exposure to discover all the potential security holes, perceived or real). The point, though, is that in order to provide some auditing the first place to potentially implement the first audit is on the platform where the WWW server resides. Issues here are the use of privileged accounts and file logs and access logs for log-ins to the operating system, which could indicate a backdoor attack on the WWW server itself. If server-based log are utilized, they of course must be file protected and should be off-loaded to a nonserver-based machine to protect against after-the-fact corruption.

Though the server logs aren’t the only defensive logs that should be relied upon in a public WWW server environment, the other components in the access architecture should be considered for use as audit log tools. As previously mentioned, the WWW server should be placed in respect to its required controls in relation to the network security firewall. If it is a S-HTTP server that is placed behind (Exhibit 4) the firewall then the firewall of course has the ability to log all access to the S-HTTP server and provide a log separate from the WWW server-based logs, and is potentially more secure should the WWW server somehow become compromised.

The prevalent security architecture places externally accessible WWW servers wholly outside the firewall, thus virtually eliminating the capability of auditing access to the WWW server except from users internal to the enterprise. In this case, the network security audit in the form of the network management tool, which monitors the “health” of enterprise components can be called upon to provide a minimal degree of audit over the status of your external WWW server. This type of audit can be important when protecting data which resides on your external server from being subject to “denial of service” attacks, which are not uncommon for external devices. But by utilizing your network management tool to guard against such attacks, and monitoring log alerts on the status or health of this external server, you can reduce the exposure to this type of attack.

Other outside devices that can be utilized to provide audit include the network router between the external WWW server and the true external environment, though these devices are not normally readily set up for comprehensive audit logs, but in some critical cases they could be reconfigured with added hardware and minimal customized programming. One such example would be the “I/P Accounting” function on a popular router product line, which allows off-loading of addresses and protocols through its external interface. This could be beneficial to analyze traffic, and if an attack alert was generated from one of the other logs mentioned, then these router logs could assist in possibly identifying the origin of the attack.

Another possible source of audit logging could come from “back end” systems that the WWW server is programmed to “mine” data from. Many WWW environments are being established to serve as “front ends” for much larger data repositories, such as Oracle data bases, where the WWW server receives user requests for data over HTTP, and the WWW server launches SQL_Net queries to a back end Oracle data base. In this type of architecture the more developed logging inherent to the Oracle environment can be called upon to provide audits over the WWW queries. The detailed Oracle logs can specify the quantity, data type, and other activity over all the queries that the WWW server has made, thus providing a comprehensive activity log that can be consolidated and reviewed should any type of WWW server compromise be suspected. A site could potentially discover the degree of data exposure though these logs.

These are some of the major areas where auditing can be put in place to monitor the WWW environment while enhancing its overall security. It is important to note that the potential placement of audits encompasses the entire distributed computing infrastructure environment, not just the new WWW server itself. In fact, there are some schools of thought that consider the more reliable audits to be those that are somewhat distanced from the target server, thus reducing the potential threat of compromise to the audit logs themselves. In general, the important point is to look at the big picture when designing the security controls and a supporting audit solution.

WWW/Internet Audit Considerations
After your distributed Internet, intranet, and WWW security policies are firmly established, distributed security architectures are updated to accommodate this new environment. When planning for audit, and security control mechanisms are designed and implemented, you should plan how you will implement the audit environment — not only which audit facilities to use to collect and centralize the audit function, but how much and what type of information to capture, how to filter and review the audit data and logs, and what actions to take on the violations or anomalies identified. Additional consideration should be given to secure storage and access to the audit data. Other considerations include:

•  Timely resolution of violations 

•  Disk space storage availability 

•  Increased staffing and administration 

•  In-house developed programming 

•  Ability to alarm and monitor in real time 

WWW SECURITY FLAWS
As with all new and emerging technology, many initial releases come with some deficiency. But this has been of critical importance when that deficiency can impact the access or corruption of a whole corporation or enterprise’s display to the world. This can be the case with Web implementations utilizing the most current releases which have been found to contain some impacting code deficiencies, though up to this point most of these deficiencies have been identified before any major damage has been done. This underlines the need to maintain a strong link or connection with industry organizations that announce code shortcomings that impact a sites Web implementation. A couple of the leading organizations are CERT, the Computer Emergency Response Team, and CIAC, Computer Incident Advisory Capability.

Just a few of these types of code or design issues that could impact a sites Web security include initial issues with the Sun JAVA language and Netscape’s JavaScript (which is an extension library of their HyperText Markup Language, HTML).

The Sun Java language was actually designed with some aspects of security in mind, though upon its initial release there were several functions that were found to be a security risk. One of the most impacting bugs in an early release was the ability to execute arbitrary machine instructions by loading a malicious Java applet. By utilizing Netscape’s caching mechanism a malicious machine instruction can be downloaded into a user’s machine and Java can be tricked into executing it. This doesn’t present a risk to the enterprise server, but the user community within one’s enterprise is of course at risk.

Other Sun Java language bugs include the ability to make network connections with arbitrary hosts (though this has since been patched with the following release) and Java’s ability to launch denial of service attacks though the use of corrupt applets.

These types of security holes are more prevalent than the security profession would like to believe, as the JavaScript environment also was found to contain capabilities that allowed malicious functions to take place. The following three are among the most current and prevalent risks:

•  JavaScripts ability to trick the user into uploading a file on his local hard disk to an arbitrary machine on the Internet 

•  The ability to hand out the user’s directory listing from the internal hard disk 

•  The ability to monitor all pages the user visits during a session 

The following are among the possible protection mechanisms:

•  Maintain monitoring through CERT or CIAC, or other industry organizations that highlight such security risks. 

•  Utilize a strong software distribution and control capability, so that early releases aren’t immediately distributed, and that new patched code known to fix a previous bug is released when deemed safe. 

•  In sensitive environments it may become necessary to disable the browser’s capability to even utilize or execute JAVA or JavaScript — a selectable function now available in many browsers. 

In the last point, it can be disturbing to some in the user community to disallow the use of such powerful tools, because they can be utilized against trusted Web pages, or those that require authentication through the use of SSL or S-HTTP. This approach can be coupled with the connection to S-HTTP pages where the target page has to prove its identity to the client user. In this case, enabling Java or JavaScripts to execute on the browser (a user-selectable option) could be done with a degree of confidence.

Other perceived security risks exist in a browser feature referred to as HTTP “Cookies.” This is a feature that allows servers to store information on the client machine in order to reduce the store and retrieve requirements of the server. The cookies file can be written to by the server, and that server, in theory, is the only one that can read back their cookies entry. Uses of the cookie file include storing user’s preferences or browser history on a particular server or page, which can assist in guiding the user on their next visit to that same page. The entry in the cookies file identifies the information to be stored and the uniform resource locator (URL) or server page that can read back that information, though this address can be masked to some degree so multiple pages can read back the information.

The perceived security concern is that pages impersonating cookies-readable pages could read back a user’s cookies information without the user knowing it, or discover what information is stored in their cookie file. The threat depends on the nature of the data stored in the cookie file, which is dependent on what the server chooses to write into a user’s cookie file. This issue is currently under review, with the intention of adding additional security controls to the cookie file and its function. At this point it is important that users are aware of the existence of this file, which is viewable in the Macintosh environment as a Netscape file and in the Win environment as a cookies.txt file. There are already some inherent protections in the cookie file: one is the fact that the cookie file currently has a maximum of 20 entries, which potentially limits the exposure. Also, these entries can be set up with expiration dates to they don’t have an unlimited lifetime.

WWW SECURITY MANAGEMENT
Consider the overall management of the Internet, intranet, and WWW environment. As previously mentioned, there are many players in the support role and for many of them this is not their primary job or priority. Regardless of where the following items fall in the support infrastructure, also consider these points when implementing ongoing operational support:

•  Implement WWW browser and server standards. 

•  Control release and version distribution. 

•  Implement secure server administration including the use of products and utilities to erase sensitive data cache (NSClean). 

•  Ensure prompt problem resolution, management, and notification. 

•  Follow industry and vendor discourse on WWW security flaws and bugs including CERT distribution. 

•  Stay current on new Internet and WWW security problems, Netscape encryption, JAVA, Cookies, etc. 

WWW SUPPORT INFRASTRUCTURE
•  WWW servers accessible from external networks should reside outside the firewall and be managed centrally. 

•  By special approval, decentralized programs can manage external servers, but must do so in accordance with corporate policy and be subjected to rigorous audits. 

•  Externally published company information must be cleared through legal and public relations departments (i.e., follow company procedures). 

•  External outbound http access should utilize proxy services for additional controls and audit. 

•  WWW application updates must be authenticated utilizing standard company security systems (as required). 

•  Filtering and monitoring software must be incorporated into the firewall. 

•  The use of discovery crawler programs must be monitored and controlled. 

•  Virus software must be active on all desktop systems utilizing WWW. 

•  Externally published information should be routinely updated or verified through integrity checks. 

In conclusion, as information security practitioners embracing the technical challenges of the 21st century, we are continually challenged to integrate new technology smoothly into our existing and underlying security architectures. Having a firm foundation or set of security principles, frameworks, philosophies and supporting policies, procedures, technical architectures, etc. will assist in the transition and our success.

Approach new technologies by developing processes to manage the integration and update the security framework and supporting infrastructure, as opposed to changing it. The Internet, intranet, and the World Wide Web is exploding around us — what is new today is old technology tomorrow. We should continue to acknowledge this fact while working aggressively with other MIS and customer functional areas to slow down the train to progress, be realistic, disciplined, and plan for new technology deployment.

Chapter 2-3-2
Internet Firewalls 
E. Eugene Schultz
INTRODUCTION
To say that the Internet is one of the most amazing technical achievements of the information revolution era is a gross understatement. This massive network infrastructure is changing the way the world approaches education, business, and even leisure activity. At the same time, however, the Internet has presented a new, complex set of challenges that not even the most sophisticated technical experts have so far been able to adequately solve, yet that urgently need solutions. Achieving adequate security is one of the foremost of these challenges. This chapter describes major security threats facing the Internet community; explains how one of the potentially most effective solutions for Internet security, firewalls, can address these threats, the types of firewalls that are available, and the advantages and disadvantages of each; and finally presents some practical advice for obtaining the maximum advantages of using firewalls.

Internet Security Threats
The vastness and openness that characterizes the Internet presents an extremely challenging problem — security. Although many claims about the number and cost of Internet-related intrusions1 are available, until scientific research in this area is conducted we will not have valid, credible statistics about the magnitude of this problem. Exacerbating this dilemma is the fact that most corporations that experience intrusions from the Internet and other sources do not want to make these incidents public for fear of public relations damage; worse yet, many organizations fail to detect most intrusions in the first place. Sources such as Carnegie Mellon University’s CERT (Computer Emergency Response Team), however, suggest that the number of Internet-related intrusions each year is very high, and that the number of intrusions reported to CERT (which is only one of virtually dozens of incident response teams) is only the “tip of the iceberg.” Again, no credible statistics concerning the total amount of financial loss resulting from security-related intrusions are available, but judging by the amount of money corporations and government agencies are spending to implement Internet and other security controls, the cost must indeed be extremely high. 



1In the most literal sense, an “intrusion” is unauthorized use of an account on a system for which authentication mechanisms (e.g., entering a log-in ID and password) are required for access. 



Many different types of Internet security threats exist. One of the most serious is IP spoofing (Thomsen, 1995). In this type of attack a perpetrator fabricates packets that bear the source address of a trusted client host and sends these packets to the client’s server. If the attacker can guess certain TCP/IP attributes, then the server can be tricked into setting up a connection with this bogus client. The intruder can subsequently use attack methods such as use of trusted host relationships to intrude into the server machine.

A similar threat is DNS2 spoofing. In this type of attack an intruder subverts the DNS systems by injecting bogus information. By breaking into a DNS name server, the intruder can provide bogus data to DNS queries. This may enable the intruder to break into other hosts within the network.



2DNS is the domain name service which is used to furnish information about the identity of hosts within a network. 



Session hijacking is still another Internet security threat (Thomsen, 1995). The major tasks for the attacker who wants to hijack an ongoing session between remote hosts are to locate an existing connection between two hosts, then fabricate packets that bear the address of these hosts. Now by sending these packets to the other host and sending packets to the spoofed host to instruct it to terminate the session, the attacker can pick up the connection.

Another Internet security threat is “network snooping,” in which attackers install programs that copy packets traversing network segments. The attackers periodically inspect files that contain the data from the captured packets to discover critical log-in information, particularly log-in IDs and passwords for remote systems. Attackers subsequently connect to the systems for which they possess the correct log-in information and log in with virtually no trouble. The fact that attackers have targeted networks operated by Internet Service Providers (ISPs) has made this problem especially serious, because so much network traffic goes through these networks. These attacks demonstrate just how vulnerable network infrastructures are to attack; successfully attacking networks at key points where routers, firewalls, and server machines are located is in fact generally the most efficient way to gain information that usually leads to unauthorized access to multitudes of host machines within a network (Schultz and Longstaff, 1995). 

A significant proportion of attacks exploit security exposures in programs that provide important network services. Examples of these programs include sendmail, NFS3, and NIS4. These exposures allow intruders to not only gain access to remote hosts, but also to manipulate services supported by these hosts, or even to obtain superuser access. Of increasing concern is the susceptibility of World Wide Web (WWW) services (and the hosts that house these services) to successful attack. Intruders’ abilities to exploit vulnerabilities in the hypertext transfer protocol (HTTP) and also in Java (a programming language used to write WWW applications) seems to be growing at an alarming rate.



3Network File System. 
4Network Information Service. 



Until recently, most intruders have attempted to carefully cover up the indications of their activity, often by installing programs that have selectively eliminated data from system logs. In addition, for the same reason they have avoided causing system crashes or causing massive slowdowns or disruption. Recently, however, a significant proportion of the perpetrator community has apparently shifted its strategy by increasingly perpetrating denial of service attacks. Many types of hosts, for example, crash or perform a core dump when they are sent a ping5 packet that exceeds a specified size limit or when they are flooded with SYN6 packets that initiate host-to-host connections. These denial of service attacks comprise an increasing proportion of observed Internet attacks; they constitute a particularly serious threat because many organizations, above all else, require continuity of computing and networking operations.



5Ping is a service used to determine whether or not a host on a network is up and running. 
6Synchronize. 



Not to be overlooked is another, different kind of security threat called social engineering. Social engineering is fabricating a story to “con” users and system administrators (or even help desk personnel) to provide information needed to access systems. Intruders mostly solicit passwords for user accounts, although information about the network infrastructure and the identity of individual hosts can also be the target of social engineering attacks.

Internet Security Controls
Dealing with the many types of Internet security threats discussed in the previous section of this chapter is not an easy matter because of both the diversity and severity of the threats. As if this is not bad enough, a confusing abundance of potential solutions also exist. Consider one solution, encryption7. Encryption offers a powerful way to protect information stored in host machines and transmitted over networks, and is also useful in authenticating users to hosts and/or networks. Although encryption is potentially a very powerful solution in addressing Internet security threats, it is currently limited in usefulness because of problems such as the difficulty of managing encryption keys (assigning keys to users and recovering keys if they are lost or forgotten, in general, are currently formidable problems), laws limiting the export from the U.S. and use of encryption, and the lack of adherence to encryption standards by many vendors. Similarly, using one-time passwords renders passwords captured while in transit over networks worthless because every password can be used only once; a captured password will already have been used by the legitimate user who has initiated a remote log-in session by the time someone who has installed a network capture device can use the password. Nevertheless, one-time passwords address only a relatively small proportion of the total range of Internet security threats and do not protect against many threats such as IP spoofing or exploitation of vulnerabilities in programs. Similarly, installing fixes for vulnerabilities in all hosts within an Internet-capable network does not provide a very suitable solution because of both the sheer cost in terms of manpower needed and also because over the last few years vulnerabilities have surfaced at a far faster rate than fixes have become available.



7Encryption is using an algorithm to transform cleartext information into text that is not readable without the proper key. 



Although no single Internet security control measure is perfect, one measure, the firewall, has in many respects proven more useful overall than most others. In the most elementary sense, a firewall is a security barrier between two networks that screens traffic coming in and out of the gate of one network to accept or reject connections and service requests according to a set of rules. If configured properly, it addresses a large number of threats that originate from outside a network without introducing any significant security liabilities. Because most organizations are unable to install every patch that CERT advisories describe, for example, these organizations can nevertheless protect hosts within their networks against external attacks that exploit these vulnerabilities by installing a firewall that prevents users external to the network from reaching the vulnerable programs in the first place. A more sophisticated firewall also controls how any connections between a host external to a network and an internal host occur. In addition, an effective firewall also hides information such as names and addresses of hosts within the network as well as the topology of the network it is employed to protect. Firewalls can defend against attacks on hosts (including spoofing attacks), applications protocols, and applications. In addition, firewalls provide a central way of not only administering security for a network, but also for logging incoming and outgoing traffic to allow accountability of user actions and for triggering incident response activity if unauthorized activity occurs. 

Firewalls are typically placed at gateways to networks (see Exhibit 1), mainly to protect an internal network from threats originating from an external one (especially from the Internet). In this type of deployment the goal is to create a security perimeter (see Exhibit 1) protecting hosts within from attacks originating from external sources. This scheme is successful to the degree that the security perimeter is not accessible through unprotected avenues of access (Chapman and Zwicky, 1995; Cheswick and Bellovin, 1994). The firewall acts as a “choke” component for security purposes. Note that in Exhibit 1 routers are in front and in back of the firewall. The first (shown above the firewall) is an external router used to initially route incoming traffic, direct outgoing traffic to external networks, and broadcast information that enables other network routers as well as the router to the other side of the firewall to know how to reach it. The other router is an internal router that sends incoming packets to their destination within the internal network, directs outgoing packets to the external router, and broadcasts information concerning how to reach it to the internal network and the external router. This “belt and suspenders” configuration further boosts security by preventing broadcasting of information about the internal network outside of the network that the firewall protects. This information can help an attacker learn of IP addresses, subnets, servers, and other information useful in perpetrating attacks against the network. Hiding information about the internal network is much more difficult if the gate has only one router because this router is the external and internal one, and must thus broadcast information about the internal network to the outside. 
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Exhibit 1.  A Typicl Gate-Based Firewall Architecture

Another way that firewalls are deployed (although, unfortunately, not as frequently) is within an internal network — at the entrance to a subnet within a network — rather than at the gateway to the entire network (see Exhibit 2). The purpose is to segregate a subnetwork (a “screened subnet”) from the internal network at large — a very wise strategy when the subnet has higher security needs than those within the rest of the security perimeter. This type of deployment allows more careful control over access to data and services within a subnet than is otherwise allowed within the network. The gate-based firewall, for example, may allow FTP access to an internal network from external sources. If a subnet contains hosts that store information such as lease bid data or salary data, however, allowing FTP access to this subnet is less advisable. Setting up the subnet as a screened subnet could solve this problem and provide suitable security control — the internal firewall that provides security screening for the subnet could be configured to deny all FTP access, regardless of whether the access requests originated from outside or inside the network. 
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Exhibit 2.  A Screened Subnet

Simply having a firewall, no matter how it is designed and implemented, however, does not necessarily do much good with respect to protecting against externally originated security threats. The benefits of firewalling depend to a large degree on the type of firewall used in addition to how it is deployed and maintained, as explained shortly. The next section of this chapter explains each of the basic types of firewalls and their advantages and disadvantages. 

TYPES OF FIREWALLS
Packet Filters
The most basic type of firewall is a packet filter. It receives packets, then evaluates them according to a set of rules that are usually in the form of access control lists. The result is that packets can meet with a variety of fates — be forwarded to their destination, dropped altogether, or dropped with a return message to the originator informing him what happened. The types of filtering rules vary from one vendor’s product to another, but ones such as the following are most frequently applied:

•  Source and destination IP address (e.g., all packets from source address 128.44.9.0 through 128.44.9.255 might be accepted but all other packets might be rejected) 

•  Source and destination port (e.g., all TCP packets originating from or destined to port 25 [the SMTP port] might be accepted, but all TCP packets destined for port 79 [the finger port] might be dropped) 

•  Direction of traffic (inbound or outbound) 

•  Type of protocol (e.g., IP, TCP, UDP, IPX, and so forth) 

•  The packet’s state (SYN or ACK8) 



8An ACK (acknowledge) state means that a connection between hosts has already been established. 



Packet-filtering firewalls provide a good way to provide a reasonable amount of protection for a network with minimum complications. Packet-filtering rules can be extremely intuitive and can thus be easy to set up. One simple but surprisingly effective rule is to “allow” all packets that are sent from a specific, known set of IP addresses, such as hosts within another network owned by the same organization or corporation. Packet-filtering firewalls also tend to have the least negative impact upon throughput rate at the gateway compared to other types of firewalls. Additionally, they tend to be the most transparent to legitimate users; if the filtering rules are set up appropriately, users will be able to obtain the access they need with little interference from the firewall.

Unfortunately, simplicity has its disadvantages. The rules that this type of firewall implements are based on port conventions. When an organization wants to stop certain service requests (e.g., telnet) from reaching internal (or external) hosts, the most logical rule implementation is to block the port (in this case, port 23) that by convention is used for telnet traffic. Blocking this port, however, does not prevent someone inside the network from allowing telnet requests on a different port that the firewall’s rules leave open. In addition, blocking some kinds of traffic causes a number of practical problems. Blocking X-Windows traffic (which is typically sent to ports 6000 to 6013) superficially would seem to provide a good security solution, because of the many known vulnerabilities in this protocol. Many types of remote log-in requests and graphical applications depend on X-Windows, however. Blocking X-Windows traffic altogether may thus restrict functionality too much, leading to the decision to allow all X-Windows traffic (which makes the firewall a less than effective security barrier). In short, firewalling schemes based on ports do not provide the precision of control that many organizations need. Furthermore, packet-filtering firewalls are often deficient in logging capabilities, particularly in providing logging that can be configured to an organization’s needs (e.g., in some cases to capture only certain events, while in other cases to capture all events), and often also lack remote administration facilities that can save considerable time and effort. Finally, creating and updating filtering rules is prone to logic errors that result in easy conduits of unauthorized access to a network and can be a much larger, more complex task than anticipated. 

Like many other security-related tools, many packet filtering firewalls have become more sophisticated over time. Some vendors of packet-filtering firewalls in fact now offer programs that check the logic of filtering rules to discover logical contradictions and other errors. Some packet-filtering firewalls, additionally, offer strong authentication mechanisms such as token-based authentication. Many vendors’ products now also defend against previously successful methods to defeat packet-filtering firewalls. Network attackers can send packets to or from a disallowed address or disallowed port by fragmenting the contents. Fragmented packets cannot be analyzed by a conventional packet-filtering firewall, so the firewall passes them through, but then they are assembled at the destination host. In this manner the network attackers can bypass firewall defenses altogether. However, some vendors have developed a special kind of packet-filtering firewall that prevents these types of attacks by remembering the state of connections that pass through the firewall9. Some state-conscious firewalls can even associate each outbound connection with a specific inbound connection (and vice versa), making enforcement of filtering rules much simpler.



9Because the UDP protocol is connectionless and does not thus contain information about states, these firewalls are still vulnerable to UDP-based attacks unless they track each UDP packet that has already gone through, then determine what subsequent UDP packet sent in the opposite direction (i.e., inbound or outbound) is associated with that packet. 



Many routers have packet-filtering capabilities and can thus in a sense be considered as a type of firewall. Using a packet-filtering router as the sole choke component within a gate, however, is not likely to provide sufficient security because routers are more vulnerable to attack than are firewall hosts and also because routers generally do not log traffic very well at all. A screening router is also usually difficult to administer, often requiring that a network administrator download its configuration files, edit them, and then send them back to the router. The main advantage of screening routers is that they provide a certain amount of filtering functionality with (usually) little performance overhead and minimal interference to users (who, because of these routers’ simple functionality, may hardly even realize that the screening router is in place). One option for using packet-filtering routers is to employ this type of router as the external router in a belt and suspenders topology (refer once again to Exhibit 1). The security filtering by the external router provides additional protection for the “real” firewall by making unauthorized access to it even more difficult. Additionally, the gate now has more than one choke component, providing multiple barriers against the person intent on attacking an internal network and helping compensate for configuration errors and vulnerabilities in any one of the choke components.

Application-Gateway Firewalls
A second type of firewall handles the choke function of a firewall in a different manner — by determining not only whether but also how each connection through it is made. This type of firewall stops each incoming (or outgoing) connection at the firewall, then (if the connection is permitted) initiates its own connection to the destination host on behalf of whomever created the initial connection. This type of connection is thus called a proxy connection. Using its data base defining the types of allowed connections, the firewall either establishes another connection (permitting the originating and destination host to communicate) or drops the original connection altogether. If the firewall is programmed appropriately, the whole process can be largely transparent to users. 

An application-gateway firewall is simply a type of proxy server that provides proxies for specific applications. The most common implementations of application-gateway firewalls address proxy services (such as mail, FTP, and telnet) so that they do not run on the firewall itself — something that is very good for the sake of security, given the inherent dangers associated with each. Mail services, for example, can be proxied to a mail server. Each connection is subject to a set of specific rules and conditions similar to those in packet-filtering firewalls except that the selectivity rules used by application-gateway firewalls are not based on ports, but rather on the to-be-accessed programs/services themselves (regardless of what port is used to access these programs). Criteria such as the source or destination IP address can, however, still be used to accept or reject incoming connections. Application-level firewalls can go even further by determining permissible conditions and events once a proxy connection is established. An FTP proxy could restrict FTP access to one or more hosts by allowing use of the get command, for example, while preventing the use of the put command. A telnet proxy could terminate a connection if the user attempts to perform a shell escape or to gain root access. Application-gateway firewalls are not limited only to applications that support TCP/IP services; these tools can similarly govern conditions of usage of a wide variety of applications, such as financial or process control applications. 

Two basic types of application-gateway firewalls are currently available: (1) application-generic firewalls, and (2) application-specific firewalls. The former provide a uniform method of connection to every application, regardless of which particular one it is. The latter determine the nature of connections to applications on an application-by-application basis. Regardless of the specific type of application-gateway firewall, the security control resulting from using a properly configured one can be quite precise. When used in connection with appropriate host-level controls (e.g., proper file permissions and ownerships), application-gateway firewalls can render externally originated attacks on applications extremely difficult. Application-gateway firewalls also serve another extremely important function — hiding information about hosts within the internal network from the rest of the world, so to speak10. Finally, a number of commercial application-gateway firewalls available today support strong authentication methods such as token-based methods (e.g., use of hand-held authentication devices).



10Some packet-filtering firewalls are also able to accomplish this function. 



Application-gateway firewalls currently are the best selling of all types of firewalls. Nevertheless, they have some notable limitations, the most significant of which is that every TCP/IP client for which the firewall provides proxies must be aware of the proxy that the firewall runs on its behalf. This means that each client must be modified accordingly, which is often no small task in today’s typical computing environment. A second limitation is that unless one uses a generic proxy mechanism, every application needs its own custom proxy. This limitation is not formidable in the case of proxies for services such as telnet, FTP, and HTTP, because a variety of proxy implementations are available for these widely used services. Proxies for many other services are at the present time, however, not available, and must be custom written. Third, although some application-gateway firewall implementations are more transparent to users than others, any vendor’s claim that any implementation is completely transparent warrants healthy skepticism. Some application-gatewall firewalls even require users who have initiated connections to make selections from menus before they reach the desired destination. Finally, most application-gateway firewalls are not easy to initially configure and update correctly. To use an application-gateway firewall to the maximum advantage, network administrators should set up a new proxy for every new application accessible from outside a network. Furthermore, network administrators should work with application owners to ensure that specific, useful restrictions on usage are placed on every remote connection to each critical application from outside the network. Seldom, however, are such practices observed because of the time, effort, and complexity involved.

Circuit-Gateway Firewalls
As discussed previously, application-gateway firewalls receive connections from clients, dropping some and accepting others, but always creating a new connection with whatever restrictions exist whenever a connection is accepted. Although in theory this process should be transparent to users, in reality the transparency is less than ideal. A third type of firewall, the circuit-gateway firewall, has been designed to remedy this limitation by producing a more “seamless,” transparent connection between clients and destinations using routines in special libraries. The connection is often described as a virtual circuit because the proxy creates an end-to-end connection between the client and the destination application. A circuit-gateway firewall is also advantageous in that rather than simply relaying packets by creating a second connection for each allowed incoming connection, it allows multiple clients to connect to multiple applications within an internal network. 

Most circuit-gateway firewalls are implemented using SOCKS, a protocol that includes a set of client libraries for proxy interfaces with clients. SOCKS receives an incoming connection from clients, and if the connections are allowed, it provides the data necessary for each client to connect to the application. Each client then invokes a set of commands to the gateway. The circuit-gateway firewall then imposes all predefined restrictions, such as the particular commands that can be executed, and establishes a connection to the destination on the client’s behalf. To users this process appears transparent.

As with application-gateway firewalls, circuit-gateway firewall clients must generally be modified to be able to interface with the proxy mechanism that is used. Making each client aware of SOCKS may not be an overwhelming task because of the availability of a variety of SOCKS libraries available for different platforms. The client must simply be compiled with the appropriate set of SOCKS libraries for the particular platform (e.g., UNIX, Windows, and so forth) on which the client runs.

Circuit-gateway firewalls also have limitations. First and foremost, the task of modifying all clients to make them aware of the proxy mechanism is, unfortunately, potentially extremely costly and time-consuming. Having a common interface to the proxy server so that each client would not have to be changed would be a major improvement. Second, circuit-gateway firewalls tend to provide a rather generic access mechanism that is independent of the semantics of destination applications. Because in many instances the danger associated with specific user actions depend on each application11, offering proxies that take into account application semantics would be more advantageous. In addition, SOCKS has several limitations. Most implementations of SOCKS are rather deficient in their ability to log events. Furthermore, SOCKS neither supports strong access authentication methods nor provides an interface to authentication services that could provide this function.



11Invoking the delete command to delete data in an application that reinitializes all parameter values by retrieving values from a data base not accessible to users every time it is invoked is, for example, potentially not catastrophic. In other applications, however, being able to delete data is likely to be hazardous. 



Hybrid Firewalls
Although the distinction between packet-filtering firewalls, application-gateway firewalls, and circuit-gateway firewalls is meaningful, many firewall products cannot be classified as exactly one type. One of the currently most popular firewall products on the market, for example, is basically a packet-filtering firewall that supports proxies for two commonly used TCP/IP services. As firewalls evolve, additionally, it is likely that some of the features in application-gateway firewalls will be included in circuit-gateway firewalls, and vice versa.

Virtual Private Networks
An increasingly popular Internet security control measure is Virtual Private Networks (VPNs), which incorporate end-to-end encryption into the network, enabling a secure connection to be established from any individual machine to any other (Bernstein et al., 1996). At present, this technology is most commonly implemented in firewalls, allowing organizations to create secure “tunnels” across the Internet (see Exhibit 3). Attackers who have planted one or more network capture devices anywhere along the route used to send packets between the firewalls will not gain any advantage from capturing these packets unless they can crack the encryption key, an unlikely feat unless a key that is extremely short in length is used. The chief disadvantage of the firewall-to-firewall VPN is that it does not provide an end-to-end tunnel. In this scheme packets transmitted between a host and the firewall for that host are in cleartext and are thus still subject to being captured. Increasingly, however, vendors are announcing support for end-to-end VPNs, allowing host-to-host rather than only firewall-to-firewall tunnels. 
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Exhibit 3.  A Virtual Private Network

Like any other type of Internet security control measure, VPNs are not a panacea. Anyone who can break into a machine that stores an encryption key can, for example, subvert the integrity of a VPN. VPNs do not supplant firewalls or other kinds of network security tools, but rather supplement the network security administrator’s arsenal with capabilities that were not, for all practical purposes, previously available. With the PPTP (point-to-point tunneling protocol) standard currently being widely implemented in VPN products (usually in firewalls with VPN support capabilities), the task of setting up secure tunnels is at least now much less formidable than it was even recently.

USING FIREWALLS EFFECTIVELY
Choosing the Right Firewall
Choosing the right firewall is not an easy task. Each type of firewall offers its own set of advantages and disadvantages. Combined with the vast array of vendor firewall products (in addition to the possibility of creating one’s own custom-built firewall), this task can be potentially overwhelming. Schultz (1996a) has presented a set of criteria for selecting an appropriate firewall. One of the most important considerations is the amount and type of security needed. For some organizations with low to moderate security needs, installing a packet-filtering firewall that blocks out only the most dangerous incoming service requests often provides the most satisfactory solution because the cost and effort entailed are not likely to be great. For most organizations such as banks and insurance corporations, packet-filtering firewalls do not generally provide sufficient security capabilities (especially the granularity and control against unauthorized actions usually needed for connecting customers to services that reside within a financial or insurance corporation’s network). Other factors such as the reputation of the vendor, how satisfactory vendor support arrangements are, verifiability of the firewall’s code (to confirm that the firewall does what the vendor claims it does), support for strong authentication, ease of administration, the ability of the firewall to withstand direct attacks, and the quality and extent of logging and alarming capabilities should also be strong considerations in choosing a firewall.

The Importance of a Firewall Policy
The discussion so far has centered on high-level technical considerations. Although these considerations are extremely important, too often people overlook other considerations that, if neglected, can render firewalls ineffective. The most important single consideration in effectively using firewalls is, in fact, developing a firewall policy. A firewall policy is a statement of how a firewall should work — the rules by which incoming and outgoing traffic should be allowed or rejected (Power, 1995). A firewall policy, therefore, is a type of security requirements document for a firewall. As security needs change, firewall policies need to change accordingly. Failing to create and update a firewall policy for each firewall almost inevitably results in gaps between expectations and what each firewall actually does, resulting in uncontrolled security exposures in firewall functionality. Security administrators may, for example, think that all incoming HTTP requests are blocked, but the firewall may actually allow HTTP requests from certain IP addresses, leaving an unrecognized avenue of attack. An effective firewall policy should provide the basis for firewall implementation and configuration; needed changes in the way the firewall works should always be preceded by changes in the firewall policy. An accurate, updated firewall policy also should serve as the basis for evaluating and testing a firewall. 

Security Maintenance
Many people who employ firewalls feel a false sense of security once the firewalls are in place. Properly designing and implementing firewalls, after all, can be difficult, costly, and time consuming. The truth, however, is that firewall design and implementation are simply the beginning point of having a firewall, and that firewalls that are not properly maintained soon lose their value as security control tools (Schultz, 1995). One of the most important facets of firewall maintenance is updating both the security policy and rules by which each firewall operates. Firewall functionality nearly invariably needs to change as new services and applications are introduced in (or sometimes removed from) a network. Undertaking the task of inspecting firewall logs on a daily basis to discover attempted and possibly successful attacks on both the firewall and the internal network it protects should be an extremely high priority. Evaluating and testing the adequacy of firewalls for unexpected access avenues to the security perimeter and vulnerabilities that lead to unauthorized access to the firewall itself should also be a frequent, high-priority activity (Schultz, 1996b). 

CONCLUSION
Internet connectivity can be extremely valuable to an organization, but it entails many security risks. A key tool in an appropriate set of security control measures to protect Internet-capable networks is the firewall. Firewalls can be placed at the gateway to a network to form a security perimeter around the networks they protect, or at the entrance to subnets to screen the subnets from the rest of the internal network.

Three major types of firewalls currently exist. Packet-filtering firewalls accept or deny packets based on numerous rules that depend upon the source and destination ports of packets and other criteria. Packet-filtering firewalls are in most cases the closest to a “plug and play” firewall solution, although they are also generally the easiest to defeat. Application- and circuit-gateway firewalls have a proxy mechanism that halts original connections from client hosts at the firewall and (if rules allow) originates a new connection to the destination host. Proxy-based firewalls such as circuit-gateway firewalls are generally more difficult to defeat. Furthermore, the resulting “virtual circuit” connection is for the most part transparent to users, although circuit-gateway firewalls do not understand the semantics of applications and thus lack a certain amount of granularity of control. Application-gateway firewalls connect specific clients to specific applications, thereby providing more granularity of control, but they also require that every application that proxies reach be modified, and are also generally less transparent to users than are circuit-gateway firewalls. Circuit-gateway firewalls allow “many-to-many” connections between clients and servers. One type of firewall may be more suitable for some kinds of operational environments than others. Furthermore, firewall products offer a variety of additional functionality and features such as the ability to create VPNs, strong authentication, easy-to-use user interfaces, and others that can make choosing the right firewall for an organization’s needs quite difficult.

Developing an accurate and complete firewall policy is the most important single step in using firewalls effectively. This policy provides a statement of requirements for each firewall, and should be modified and updated as new applications are added within the internal network protected by the firewall and as new security threats emerge. Maintaining firewalls properly and regularly examining log data they provide are almost certainly the most neglected facets of using firewalls, yet these activities are among the most important in ensuring that the defenses are adequate and that incidents are quickly detected and handled. Regularly performing security evaluations and testing the firewall to identify any exploitable vulnerabilities or misconfiguration are also essential activities.

Firewall products have improved considerably over the years, and are likely to continue to improve. Several recent vendor products, for example, are not network addressable, rendering breaking into these platforms by someone who does not have physical access to them virtually impossible. At the same time, however, recognizing the limitations of firewalls and ensuring that other appropriate Internet security controls are in place is becoming increasingly important because of problems such as third-party connections to organizations’ networks that bypass gate-based security mechanisms altogether. An Internet security strategy that includes firewalls in addition to host-based security mechanisms is thus almost invariably the most appropriate direction for achieving suitable levels of Internet security.
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Domain 3
Risk Management and Business Continuity Planning 


Historically, an organization’s computer systems were centrally located in the company’s data center, and “keeping the train running” was the responsibility of Computer Operations. As such, disaster recovery and contingency planning were also the responsibility of Computer Operations, whose focus was to ensure that business applications on the mainframe were available as required.

Today’s computing environment is far different, more distributed, and as such, much more complex to manage. Business information is dispersed, as local area networks and departmental systems have replaced the monolithic mainframe.

Further, the emphasis on the computer and resident information has given way to an emphasis on ensuring continuity of the processes that keep the business running. Risk management and business continuity planning, therefore, must become critical components of business operations.

In order for managers to make informed decisions about whether to assume, avoid or transfer risk, and implement cost-effective security solutions, it is essential to adopt a methodology that addresses the issues in terms of cost and benefit. Chapter 3-1 assists us in understanding the basics of risk management, compares quantitative and qualitative approaches, and details the intricacies of automated, quantitative risk assessment practices.

Chapter 3-2 focuses on the procedural and management issues of business continuity in the distributed environment, in a manner that can be embraced by persons tasked with managing local area networked and departmental resources.

In Chapter 3-3, the author maps out the business impact assessment process, detailing the five steps required to achieve a practical and cost-effective approach toward planning for business disruptions.

Section 3-1
Risk Analysis 
Chapter 3-1-1
Risk Analysis and Assessment 
Will Ozier
INTRODUCTION/CONTEXT
While there are a number of ways to identify, analyze, and assess risk and considerable discussion of “risk” in the media and among information security professionals, there is little real understanding of the process and metrics of analyzing and assessing risk. Certainly everyone understands that “taking a risk” means “taking a chance,” but a risk or chance of what is often not so clear.

When one passes on a curve or bets on a horse, one is taking a chance of suffering harm/injury or financial loss — an undesirable outcome. We usually give more or less serious consideration to such an action before taking the chance, so to speak. Perhaps we would even go so far as to calculate the odds (chance) of experiencing the undesirable outcome and, further, take steps to reduce the chance of experiencing the undesirable outcome.

In order to effectively calculate the chance of experiencing the undesirable outcome, as well as its magnitude, one must have an awareness of the elements of risk and their relationship to each other. This, in a nutshell, is the process of risk analysis and assessment.

Knowing more about the risk, one is better prepared to decide what to do about it — accept the risk as now assessed (go ahead and pass on the blind curve or make that bet on the horses), or do something to reduce the risk to an acceptable level (wait for a safe opportunity to pass or put the bet money in a savings account with guaranteed interest). This is the process of risk mitigation or risk reduction.

There is a third choice: to transfer the risk, i.e., buy insurance. However prudent good insurance may be, all things considered, having insurance will not prevent the undesirable outcome, it will only serve to make some compensation — almost always less than complete — for the loss. Further, some risks such as betting on a horse are uninsurable.

The processes of identifying, analyzing and assessing, mitigating, or transferring risk is generally characterized as Risk Management. There are thus a few key questions that are at the core of the Risk Management process:

1.  What could happen (threat event)? 

2.  If it happened, how bad could it be (threat impact)? 

3.  How often could it happen (threat frequency, annualized)? 

4.  How certain are the answers to the first three questions (recognition of uncertainty)? 

These questions are answered by analyzing and assessing risk.

Uncertainty is the central issue of risk. Sure, one might pass successfully on the curve or win big at the races, but does the gain warrant taking the risk? Do the few seconds saved with the unsafe pass warrant the possible head-on collision? Are you betting this month’s paycheck on a long shot to win? Cost/benefit analysis would most likely indicate that both of these examples are unacceptable risks.

Prudent management, having analyzed and assessed the risks by securing credible answers to these four questions, will almost certainly find there to be some unacceptable risks as a result. Now what? Three questions remain to be answered:

1.  What can be done (risk mitigation)? 

2.  How much will it cost (annualized)? 

3.  Is it cost effective (cost/benefit analysis)? 

Answers to these questions, decisions to budget and execute recommended activities, and the subsequent and ongoing management of all risk mitigation measures — including periodic reassessment — comprise the balance of the Risk Management paradigm.

Information Risk Management is an increasingly complex and dynamic task. In the budding Information Age, the technology of information storage, processing, transfer, and access has exploded, leaving efforts to secure that information effectively in a never-ending catch-up mode. For the risks potentially associated with information and information technology (IT) to be identified and managed cost-effectively, it is essential that the process of analyzing and assessing risk is well understood by all parties and executed on a timely basis. This chapter is written with the objective of illuminating the process and the issues of risk analysis and assessment.

TERMS AND DEFINITIONS
To discuss the history and evolution of information risk analysis and assessment, several terms whose meanings are central to this discussion should first be defined.

Annualized loss expectancy (ALE) — This discrete value is derived, classically, from the following algorithm (see also the definitions for single loss expectancy [SLE] and annualized rate of occurrence [ARO] below): 

      SINGLE LOSS         ANNUALIZED RATE       ANNUALIZED LOSS

                     x                       =

      EXPECTANCY           OF OCCURRENCE          EXPECTANCY

To effectively identify risk and to plan budgets for information risk management and related risk reduction activity, it is helpful to express loss expectancy in annualized terms. For example, the preceding algorithm will show that the ALE for a threat (with an SLE of $1,000,000) that is expected to occur only about once in 10,000 years is $1,000,000 divided by 10,000, or only $100.00. When the expected threat frequency (ARO) is factored into the equation, the significance of this risk factor is addressed and integrated into the information risk management process. Thus, risk is more accurately portrayed, and the basis for meaningful cost/benefit analysis of risk reduction measures is established.

Annualized rate of occurrence (ARO) — This term characterizes, on an annualized basis, the frequency with which a threat is expected to occur. For example, a threat occurring once in 10 years has an ARO of 1/10 or 0.1; a threat occurring 50 times in a given year has an ARO of 50.0. The possible range of frequency values is from 0.0 (the threat is not expected to occur) to some whole number whose magnitude depends on the type and population of threat sources. For example, the upper value could exceed 100,000 events per year for minor, frequently experienced threats such as misuse-of-resources. For an example of how quickly the number of threat events can mount, imagine a small organization — about 100 staff members — having logical access to an information processing system. If each of those 100 persons misused the system only once a month, misuse events would be occurring at the rate of 1,200 events per year. It is useful to note here that many confuse ARO or frequency with the term and concept of probability (defined below). While the statistical and mathematical significance of these metrics tend to converge at about 1/100 and become essentially indistinguishable below that level of frequency or probability, they become increasingly divergent above 1/100 to the point where probability stops — at 1.0 or certainty — and frequency continues to mount undeterred, by definition. 

Exposure factor (EF) — This factor represents a measure of the magnitude of loss or impact on the value of an asset. It is expressed as a percent, ranging from 0% to 100%, of asset value loss arising from a threat event. This factor is used in the calculation of single loss expectancy (SLE), which is defined below. 

Information asset — This term, in general, represents the body of information an organization must have to conduct its mission or business. A specific information asset may consist of any subset of the complete body of information, i.e., accounts payable, inventory control, payroll, etc. Information is regarded as an intangible asset separate from the media on which it resides. There are several elements of value to be considered: first is the simple cost of replacing the information, second is the cost of replacing supporting software, and third through the fifth is a series of values that reflect the costs associated with loss of the information’s confidentiality, availability, and integrity. Some consider the supporting hardware and netware to be information assets as well. However, these are distinctly tangible assets. Therefore, using tangibility as the distinguishing characteristic, it is logical to characterize hardware differently than the information itself. Software, on the other hand, is often regarded as information. These five elements of the value of an information asset often dwarf all other values relevant to an assessment of risk. It should be noted as well that these elements of value are not necessarily additive for the purpose of assessing risk. In both assessing risk and establishing cost justification for risk-reducing safeguards, it is useful to be able to isolate safeguard effects among these elements. Clearly, for an organization to conduct its mission or business, the necessary information must be present where it is supposed to be, when it is supposed to be there, and in the expected form. Further, if desired confidentiality is lost, results could range from no financial loss if confidentiality is not an issue, to loss of market share in the private sector, to compromise of national security in the public sector.

Qualitative/quantitative — These terms indicate the (oversimplified) binary categorization of risk metrics and information risk management techniques. In reality, there is a spectrum across which these terms apply, virtually always in combination. This spectrum may be described as the degree to which the risk management process is quantified. If all elements — asset value, impact, threat frequency, safeguard effectiveness, safeguard costs, uncertainty, and probability — are quantified, the process may be characterized as fully quantitative. It is virtually impossible to conduct a purely quantitative risk management project, because the quantitative measurements must be applied to the qualitative properties, i.e., characterizations of vulnerability of the target environment. For example, “failure to impose logical access control” is a qualitative statement of vulnerability. However, it is possible to conduct a purely qualitative risk management project. A vulnerability analysis, for example, may identify only the absence of risk-reducing countermeasures, such as logical access controls (though even this simple qualitative process has an implicit quantitative element in its binary yes/no method of evaluation). In summary, risk assessment techniques should be described not as either qualitative or quantitative but in terms of the degree to which such elementary factors as asset value, exposure factor, and threat frequency are assigned quantitative values. 

Probability — This term characterizes the chance or likelihood, in a finite sample, that an event will occur. For example, the probability of getting a 6 on a single roll of a die is 1/6, or 0.16667. The possible range of probability values is 0.0 to 1.0. A probability of 1.0 expresses certainty that the subject event will occur within the finite interval. Conversely, a probability of 0.0 expresses certainty that the subject event will not occur within the finite interval. 

Risk — The potential for harm or loss is best expressed as the answers to these four questions: 

What could happen? (What is the threat?) 

How bad could it be? (What is the impact or consequence?) 

How often might it happen? (What is the frequency?) 

How certain are the answers to the first three questions? (What is the degree of confidence?) 

The key element among these is the issue of uncertainty captured in the fourth question. If there is no uncertainty, there is no “risk” per se.

Risk analysis — This term represents the process of analyzing a target environment and the relationships of its risk-related attributes. The analysis should identify threat vulnerabilities, associate these vulnerabilities with affected assets, identify the potential for and nature of an undesirable result, and identify and evaluate risk-reducing countermeasures. 

Risk assessment — This term represents the assignment of value to assets, threat frequency (annualized), consequence (i.e., exposure factors), and other elements of chance. The reported results of risk analysis can be said to provide an assessment or measurement of risk, regardless of the degree to which quantitative techniques are applied. For consistency in this chapter, the term risk assessment hereafter is used to characterize both the process and the result of analyzing and assessing risk. 

Risk management — This term characterizes the overall process. The first, or risk assessment, phase includes identifying risks, risk-reducing measures, and the budgetary impact of implementing decisions related to the acceptance, avoidance, or transfer of risk. The second phase of risk management includes the process of assigning priority to, budgeting, implementing, and maintaining appropriate risk-reducing measures. Risk management is a continuous process of ever-increasing complexity. 

Safeguard — This term represents a risk-reducing measure that acts to detect, prevent, or minimize loss associated with the occurrence of a specified threat or category of threats. Safeguards are also often described as controls or countermeasures. 

Safeguard effectiveness — This term represents the degree, expressed as a percent, from 0 to 100%, to which a safeguard may be characterized as effectively mitigating a vulnerability (defined below) and reducing associated loss risks. 

Single loss expectancy or exposure (SLE) — This value is classically derived from the following algorithm to determine the monetary loss (impact) for each occurrence of a threatened event: 

          ASSET VALUE x EXPOSURE FACTOR = SINGLE LOSS EXPECTANCY

The SLE is usually an end result of a business impact analysis (BIA). A BIA typically stops short of evaluating the related threats’ ARO or its significance. The SLE represents only one element of risk, the expected impact, monetary or otherwise, of a specific threat event. Because the BIA usually characterizes the massive losses resulting from a catastrophic event, however improbable, it is often employed as a scare tactic to get management attention and loosen budgetary constraints, often unreasonably.

Threat — This term defines an event (e.g., a tornado, theft, or computer virus infection), the occurrence of which could have an undesirable impact. 

Uncertainty — This term characterizes the degree, expressed as a percent, from 0.0 to 100%, to which there is less than complete confidence in the value of any element of the risk assessment. Uncertainty is typically measured inversely with respect to confidence, i.e., if confidence is low, uncertainty is high. 

Vulnerability — This term characterizes the absence or weakness of a risk-reducing safeguard. It is a condition that has the potential to allow a threat to occur with greater frequency, greater impact, or both. For example, not having a fire suppression system could allow an otherwise minor, easily quenched fire to become a catastrophic fire. Both expected frequency (ARO) and exposure factor (EF) for fire are increased as a consequence of not having a fire suppression system. 

CENTRAL TASKS OF INFORMATION RISK MANAGEMENT
The following sections describe the tasks central to the comprehensive information risk management process. These tasks provide concerned management with the identification and assessment of risk as well as cost-justified recommendations for risk reduction, thus allowing the execution of well-informed management decisions on whether to avoid, accept, or transfer risk cost-effectively. The degree of quantitative orientation determines how the results are characterized and, to some extent, how they are used.

Establish Information Risk Management (IRM) Policy
A sound IRM program is founded on a well thought out IRM policy infrastructure that effectively addresses all elements of information security. Generally Accepted Information Security Principles currently being developed based on an Authoritative Foundation of supporting documents and guidelines will be helpful in executing this task.

IRM policy should begin with a high-level policy statement and supporting objectives, scope, constraints, responsibilities, and approach. This high-level policy statement should drive subordinate controls policy, from logical access control to facilities security, to contingency planning.

Finally, IRM policy should be effectively communicated and enforced to all parties. Note that this is important both for internal control and, with EDI, the Internet, and other external exposures, for secure interface with the rest of the world.

Establish and Fund an IRM Team
Much of IRM functionality should already be in place — logical access control, contingency planning, etc. However, it is likely that the central task of IRM, risk assessment, has not been built into the established approach to IRM or has, at best, been given only marginal support.

At the most senior management level possible, the tasks and responsibilities of IRM should be coordinated and IRM-related budgets cost-justified based on a sound integration and implementation of risk assessment. At the outset, the IRM team may be drawn from existing IRM-related staffing. The person charged with responsibility for executing risk assessment tasks should be an experienced IT generalist with a sound understanding of the broad issues of information security. This person will need the incidental support of one who can assist at key points of the risk assessment task, i.e., scribing a Modified Delphi information valuation.

In the first year of an IRM program, the lead person could be expected to devote 50 to 75% of his/her time to the process of establishing and executing the balance of the IRM tasks, the first of which follows immediately below. Funds should be allocated according (1) to the above minimum staffing and (2) to acquire and be trained in the use of a suitable automated risk assessment tool — $25,000 to $35,000.

Establish IRM Methodology and Tools
There are two fundamental applications of risk assessment to be addressed, (1) determining the current status of information security in the target environment(s) and ensuring that associated risk is managed (accepted, mitigated, or transferred) according to policy, and (2) assessing risk strategically. Strategic assessment assures that risk is effectively considered before funds are expended on a specific change in the IT environment: a change that could have been shown to be “too risky.” Strategic assessment allows management to effectively consider the risks in its decision-making process. 

With the availability of good automated risk assessment tools, the methodology is to a large extent determined by the approach and procedures associated with the tool of choice. A wide array of such tools is listed at the end of this chapter. Increasingly, management is looking for quantitative results that support cost/benefit analysis and budgetary planning.

Identify and Measure Risk
Once IRM policy, team, and risk assessment methodology and tool are established and acquired, the first risk assessment will be executed. This first risk assessment should be as broadly scoped as possible, so that (1) management gets a good sense of the current status of information security, and (2) management has a sound basis for establishing initial risk acceptance criteria and risk mitigation priorities.

Project sizing — This task includes the identification of background, scope, constraints, objectives, responsibilities, approach, and management support. Clear project-sizing statements are essential to a well-defined and well-executed risk assessment project. It should also be noted that a clear articulation of project constraints (what is not included in the project) is very important to the success of a risk assessment. 

Threat analysis — This task includes the identification of threats that may adversely impact the target environment. 

Asset identification and valuation — This task includes the identification of assets, both tangible and intangible, their replacement costs, and the further valuing of information asset availability, integrity, and confidentiality. These values may be expressed in monetary (for quantitative) or nonmonetary (for qualitative) terms. This task is analogous to a BIA in that it identifies what assets are at risk and their value. 

Vulnerability analysis — This task includes the identification of vulnerabilities that could increase the frequency or impact of threat event(s) affecting the target environment. 

Risk evaluation — This task includes the evaluation of all collected information regarding threats, vulnerabilities, assets, and asset values in order to measure the associated chance of loss and the expected magnitude of loss for each of an array of threats that could occur. Results are usually expressed in monetary terms on an annualized basis (ALE) or graphically as a probabilistic “risk curve” for a quantitative risk assessment. For a qualitative risk assessment, results are usually expressed through a matrix of qualitative metrics such as ordinal ranking (low, medium, high, or 1, 2, 3). 

Interim reports and recommendations — These key reports are often issued during this process to document 0significant activity, decisions, and agreements related to the project: 

•  Project sizing — This report presents the results of the project sizing task. The report is issued to senior management for their review and concurrence. This report, when accepted, assures that all parties understand and concur in the nature of the project before it is launched. 

•  Asset identification and valuation — This report may detail (or summarize) the results of the asset valuation task, as desired. It is issued to management for their review and concurrence. Such review helps prevent conflict about value later in the process. This report often provides management with their first insight into the value of the availability, confidentiality, or integrity of their information assets. 

•  Risk evaluation — This report presents management with a documented assessment of risk in the current environment. Management may choose to accept that level of risk (a legitimate management decision) with no further action or to proceed with risk mitigation analysis. 

Establish Risk Acceptance Criteria
With the results of the first risk assessment determined through the risk evaluation task and associated reports (see below), management, with the interpretive help from the IRM leader, should establish the maximum acceptable financial risk. For example, “do not accept more than a 1 in 100 chance of losing $1,000,000,” in a given year. With that, and possibly additional risk acceptance criteria, such as “do not accept an ALE greater than $500,000,” proceed with the task of risk mitigation.

Mitigate Risk
The first step in this task is to complete the risk assessment with the risk mitigation, costing, and cost/benefit analysis. This task provides management with the decision support information necessary to plan for, budget, and execute actual risk mitigation measures. In other words, fix the financially unacceptable vulnerabilities.

Safeguard selection and risk mitigation analysis — This task includes the identification of risk-reducing safeguards that mitigate vulnerabilities and the degree to which selected safeguards can be expected to reduce threat frequency or impact. In other words, this task comprises the evaluation of risk regarding assets and threats before and after selected safeguards are applied. 

Cost benefit analysis — This task includes the valuation of the degree of risk reduction that is expected to be achieved by implementing the selected risk-reducing safeguards. The gross benefit less the annualized cost for safeguards selected to achieve a reduced level of risk, yields the net benefit. Tools such as present value and return on investment are often applied to further analyze safeguard cost effectiveness. 

Final report — This report includes the interim report results as well as details and recommendations from the safeguard selection and risk mitigation analysis, and supporting cost/benefit analysis tasks. This report, with approved recommendations, provides responsible management with a sound basis for subsequent risk management action and administration. 



NOTE:The above risk assessment tasks are discussed in detail under the section “Tasks of Risk Assessment” later in this chapter. 



Monitor Information Risk Management Performance
Having established the IRM program, and gone this far — recommended risk mitigation measures have been acquired/developed and implemented — it is time to begin and maintain a process of monitoring IRM performance. This can be done by periodically reassessing risks to ensure that there is sustained adherence to good control or that failure to do so is revealed, consequences considered, and improvement, as appropriate, duly implemented.

Strategic risk assessment plays a significant role in the risk mitigation process by helping to avoid uninformed risk acceptance and having, later, to retrofit (typically much more costly than built-in security or avoided risk) necessary information security measures.

There are numerous variations on this risk management process, based on the degree to which the technique applied is quantitative and how thoroughly all steps are executed. For example, the asset identification and valuation analysis could be performed independently. It is a business impact analysis. The vulnerability analysis could also be executed independently.

It is commonly but incorrectly assumed that information risk management is concerned only with catastrophic threats, and that it is useful only to support contingency planning and related activities. A well-conceived and well-executed risk assessment can and should be used effectively to identify and quantify the consequences of a wide array of threats that can and do occur, often with significant frequency as a result of ineffectively implemented or nonexistent information technology management, administrative, and operational controls.

A well-run information risk management program — an integrated risk management program — can help management to significantly improve the cost-effective performance of its information systems environment whether it is mainframe, client-server, Internet, or any combination — and to ensure cost-effective compliance with regulatory requirements.

The integrated risk management concept recognizes that many often uncoordinated units within an organization play an active role in managing the risks associated with the failure to assure the confidentiality, availability, and integrity of information. The following quote from FIPSPUB-73, published June 30, 1980, is a powerful reminder that information security was long ago recognized as a central, not marginal issue:

Security concerns should be an integral part of the entire planning, development, and operation of a computer application. Much of what needs to be done to improve security is not clearly separable from what is needed to improve the usefulness, reliability, effectiveness, and efficiency of the computer application.

RESISTANCE AND BENEFITS
“Why should I bother with doing risk assessment?!” “I already know what the risks are!” “I’ve got enough to worry about already!” “It hasn’t happened yet …” Sound familiar? Most resistance to risk assessment boils down to one of three conditions:

•  Ignorance, 

•  Arrogance, and 

•  Fear. 

Management often is ignorant, except in the most superficial context, of the risk assessment process, the real nature of the risks, and the benefits of risk assessment. Risk assessment is not yet a broadly accepted element of the management toolkit, yet virtually every “Big 6” consultancy and other major providers of information security services offer risk assessment in some form.

Arrogance of the bottom line often drives an organization’s attitude about information security, therefore about risk assessment. “Damn the torpedoes, full speed ahead!” becomes the marching order. If it can’t readily be shown to improve profitability, don’t do it. It is commendable that information technology has become so reliable that management could maintain that attitude for more than a few giddy seconds. Despite the fact that a well-secured information environment is also a well-controlled, efficient information environment, management often has difficulty seeing how sound information security can and does affect the bottom line in a positive way. This arrogance is often described euphemistically as an “entrepreneurial culture.”

Finally, there is the fear of discovering that the environment is not as well managed as it could be and having to take responsibility for that; the fear of discovering, and having to address, risks not already known, and the fear of being shown to be ignorant or arrogant. While good information security may seem expensive, inadequate information security will be not just expensive, but — sooner or later — catastrophic. Risk assessment, though still a young science with a certain amount of craft involved, has proven itself to be very useful in helping management understand and cost-effectively address the risks to their information and IT environments.

Finally, with regard to resistance, when risk assessment had to be done manually, or could be done only qualitatively, the fact that the process could take many months to execute and that it was not amenable to revision or “what if” assessment was a credible obstacle to its successful use. But that is no longer the case. Some specific benefits are described below:

•  Risk assessment helps management understand: 

1.  What is at risk? 

2.  The value at risk — as associated with the identity of information assets and with the confidentiality, availability, and integrity of information assets. 

3.  The kinds of threats that could occur and their financial consequences annualized. 

4.  Risk mitigation analysis. What can be done to reduce risk to an acceptable level. 

5.  Risk mitigation costs (annualized) and associated cost/benefit analysis. Whether suggested risk mitigation activity is cost-effective. 

•  Risk assessment enables a strategic approach to risk management. In other words, possible changes being considered for the IT environment can be assessed to identify the least risk alternative before funds are committed to any alternative. This information complements the standard business case for change and may produce critical decision support information that could otherwise be overlooked. 

•  “What if” analysis is supported. This is a variation on the strategic approach to risk management. Alternative approaches can be considered and their associated level of risk compared in a matter of minutes. 

•  Results are timely — a risk assessment can be completed in a matter of a few days to a few weeks. Risk assessment no longer has to take many months to execute. 

•  Information security professionals can present their recommendations with credible statistical and financial support. 

•  Management can make well-informed risk management decisions. 

•  Management can justify, with quantitative tools, information security budgets/expenditures that are based on a reasonably objective risk assessment. 

•  Good information security supported by quantitative risk assessment, will ensure an efficient, cost-effective IT environment. 

•  Management can avoid spending that is based solely on a perception of risk. 

•  A risk management program based on the sound application of quantitative risk assessment can be expected to reduce liability exposure and insurance costs. 

QUALITATIVE VS. QUANTITATIVE APPROACHES
Background
As characterized briefly above, there are two fundamentally different metric schemes applied to the measurement of risk elements, qualitative and quantitative. The earliest efforts to develop an information risk assessment methodology were reflected originally in the National Bureau of Standards (now the National Institute of Standards & Technology [NIST] FIPSPUB-31 Automated Data Processing Physical Security and Risk Management, published in 1974. That idea was subsequently articulated in detail with the publication of FIPSPUB-65 Guidelines for Automated Data Processing Risk Assessment, published in August of 1979. This methodology provided the underpinnings for OMB A-71, a federal requirement for conducting “quantitative risk assessment” in the federal government’s information processing environments. 

Early efforts to conduct quantitative risk assessments ran into considerable difficulty. First, because no initiative was executed to establish and maintain an independently verifiable and reliable set of risk metrics and statistics, everyone came up with their own approach; second, the process, while simple in concept, was complex in execution; and third, large amounts of data were collected that required substantial and complex mapping, pairing, and calculation to build representative risk models; fourth, with no software and desktop computers just over the horizon, the work was done manually — a very tedious and time-consuming process. Results varied significantly.

As a consequence, while some developers launched and continued efforts to develop credible and efficient automated quantitative risk assessment tools, others developed more expedient qualitative approaches that did not require independently objective metrics, and OMB A-130, an update to OMB A-71, was released lifting the “quantitative” requirement for risk assessment in the federal government. These qualitative approaches enabled a much more subjective approach to the valuation of information assets and the scaling of risk. In Exhibit 1, for example, the value of the availability of information and the associated risk were described as “low,” “medium,” or “high” in the opinion of knowledgeable management, as gained through interview or questionnaires.
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Exhibit 1.  

Often, when this approach is taken, a strategy is defined wherein the highest risk exposures (darkest shaded areas) require prompt attention, the moderate risk exposures (lightly shaded areas) require plans for corrective attention, and the lowest risk exposures (unshaded areas) can be accepted.

Elements of Risk Metrics
There are six primitive elements of risk modeling to which some form of metric can be applied:

Asset Value 

Threat Frequency 

Threat Exposure Factor 

Safeguard Effectiveness 

Safeguard Cost 

Uncertainty 

To the extent that each of these elements is quantified in independently objective metrics such as monetary replacement value for Asset Value or Annualized Rate of Occurrence for Threat Frequency, the risk assessment is increasingly quantitative. If all six elements are quantified with independently objective metrics, the risk assessment is fully quantified, and the full range of statistical analyses is supported.

Exhibit 2 and the following discussion relate both the quantitative and qualitative metrics for these six elements:
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Exhibit 2.  

Quantitative Elements
Only the Asset Value and Safeguard Cost can be expressed as a monetary value. All other risk elements are effectively multipliers to (1) annualize, e.g., Annualized Rate of Occurrence (1/10 = once in ten years), (2) show an expected percentage of loss against asset value should a threat occur, e.g., $1.0M x 50% = $500K, (3) rate safeguard effectiveness in mitigating a vulnerability, e.g., 80% effective, or (4) rate uncertainty, e.g., I am 90% certain that these numbers are accurate.

The Bounded Distribution is a means of expressing all quantitative metrics not simply as a discrete value ($1.0M), but rather as a range that explicitly articulates uncertainty about the value, e.g., I am 80% certain that the customer file will cost between $175K and $195K to replace. Or, the USGS is 60% certain there will be an earthquake of 7.0 Richter or greater on the San Andreas fault in the next 20 years. The Bounded Distribution also has the advantage of making it easier to reach consensus on a value (such as the value of availability) where it is not otherwise readily available, as, for example, a “book value” from the general ledger might be.

Qualitative Elements
Since the qualitative metrics are all subjective in nature, virtually every risk element can be characterized by the first two metrics, “Low, Medium, and High,” or “Ordinal Ranking.” “Vital, Critical, and Important,” however, are descriptive only of an asset’s value to an organization.

The Baseline approach makes no effort to scale risk or to value information assets. Rather, the Baseline approach seeks to identify in-place safeguards, compare those with what industry peers are doing to secure their information, then enhance security wherever it falls short of industry peer security. A further word of caution is appropriate here. The Baseline approach is founded on an interpretation of “due care” that is at odds with the well-established legal definition of due care. Organizations relying solely on the Baseline approach could find themselves at a liability risk with an inadequate legal defense should a threat event cause a loss that could have been prevented by available technology or practice that was not implemented because the Baseline approach was used.

The classic quantitative algorithm, as presented in FIPSPUB-65, that laid the foundation for information security risk assessment is simple:

      (Asset Value x Exposure Factor = Single Loss Expectancy) x

      Annualized Rate of Occurrence = Annualized Loss Expectancy

For example, let’s look at the risk of fire. Assume the Asset Value is $1M, the exposure factor is 50%, and the Annualized Rate of Occurrence is 1/10 (once in ten years). Plugging these values into the algorithm yields the following:

             ($1M x 50% = $500K) x 1/10 = $50K

Using conventional cost/benefit assessment, the $50K ALE represents the cost/benefit break-even point for risk mitigation measures. In other words, the organization could justify spending up to $50K per year to prevent the occurrence or reduce the impact of a fire.

It is true that the classic FIPSPUB-65 quantitative risk assessment took the first steps toward establishing a quantitative approach. However, in the effort to simplify fundamental statistical analysis processes so that everyone could readily understand, the algorithms developed went too far. The consequence was results that had little credibility for several reasons, three of which follow:

•  The classic algorithm addresses all but two of the elements: recommended safeguard effectiveness, and uncertainty. Both of these must be addressed in some way, and uncertainty, the key risk factor, must be addressed explicitly. 

•  The algorithm cannot distinguish effectively between low frequency/high impact threats and high frequency/low impact threats. Therefore, associated risks can be significantly misrepresented. 

•  Each element is addressed as a discrete value, which, when considered with the failure to address uncertainty explicitly, makes it difficult to actually model risk and illustrate probabilistically the range of potential undesirable outcomes. 

Yes, this primitive algorithm did have shortcomings, but advances in quantitative risk assessment technology and methodology to explicitly address uncertainty and support technically correct risk modeling have largely done away with those problems.

Pros and Cons of Qualitative and Quantitative Approaches
In this brief analysis, the features of specific tools and approaches will not be discussed. Rather, the pros and cons associated in general with qualitative and quantitative methodologies will be addressed.

Qualitative — Pros
•  Calculations, if any, are simple and readily understood and executed. 

•  It is usually not necessary to determine the monetary value of information (its availability, confidentiality, and integrity). 

•  It is not necessary to determine quantitative threat frequency and impact data. 

•  It is not necessary to estimate the cost of recommended risk mitigation measures and calculate cost/benefit. 

•  A general indication of significant areas of risk that should be addressed is provided. 

Qualitative — Cons
•  The risk assessment and results are essentially subjective in both process and metrics. The use of independently objective metrics is eschewed. 

•  No effort is made to develop an objective monetary basis for the value of targeted information assets. Hence, the perception of value may not realistically reflect actual value at risk. 

•  No basis is provided for cost/benefit analysis of risk mitigation measures, only subjective indication of a problem. 

•  It is not possible to track risk management performance objectively when all measures are subjective. 

Quantitative — Pros
•  The assessment and results are based substantially on independently objective processes and metrics. Thus meaningful statistical analysis is supported. 

•  The value of information (availability, confidentiality, and integrity), as expressed in monetary terms with supporting rationale, is better understood. Thus, the basis for expected loss is better understood. 

•  A credible basis for cost/benefit assessment of risk mitigation measures is provided. Thus, information security budget decision-making is supported. 

•  Risk management performance can be tracked and evaluated. 

•  Risk assessment results are derived and expressed in management’s language, monetary value, percentages, and probability annualized. Thus risk is better understood. 

Quantitative — Cons
•  Calculations are complex. If they are not understood or effectively explained, management may mistrust the results of “black box” calculations. 

•  It is not practical to attempt to execute a quantitative risk assessment without using a recognized automated tool and associated knowledge bases. A manual effort — even with the support of a spreadsheet and generic statistical software — can easily take 10 to 20 times the work effort required with the support of a good automated risk assessment tool. 

•  A substantial amount of information about the target information and its IT environment must be gathered. 

•  As of this writing, there is not yet a standard, independently developed, and maintained threat population and threat frequency knowledge base. Thus user must rely on the credibility of the vendors who develop and support extant automated tools or do threat research on their own. 

BUSINESS IMPACT ANALYSIS VS. RISK ASSESSMENT
There is still confusion as to the difference between a Business Impact Analysis (BIA) and risk assessment. It is not unusual to hear the terms used interchangeably. But that is not correct. A BIA, at the minimum, is the equivalent of one task of a risk assessment — Asset Valuation, a determination of the value of the target body of information and its supporting information technology resources to the organization. At the most, the BIA will develop the equivalent of a Single Loss Exposure, with supporting details, of course, usually based on a worst-case scenario. The results are most often used to convince management that they should fund development and maintenance of a contingency plan. Information security is much more than contingency planning. A BIA often requires 75 to 100% or more of the work effort (and associated cost) of a risk assessment, while providing only a small fraction of the useful information provided by the same effort spent on a risk assessment. A BIA includes little if any vulnerability assessment, and no sound basis for cost/benefit analysis.

TARGET AUDIENCE CONCERNS
Risk assessment continues to be viewed with skepticism by many in the ranks of management. Yet those for whom a well-executed risk assessment has been done have found the results to be among the most useful analyses ever executed for them.

To cite a few examples: in one case, an organization with multiple large IT facilities — one of which was particularly vulnerable, a well-executed risk assessment promptly secured the attention of the Executive Committee, which had successfully resisted all previous initiatives to address the issue. Why? Because IT management could not previously supply justifying numbers to support its case. With the risk assessment in hand, IT management got the green light to consolidate IT activities from the highly vulnerable site to another facility with much better security. This was accomplished despite strong union and staff resistance. The move was executed by this highly regulated and bureaucratic organization within three months of the quantitative risk assessment’s completion! The quantitative risk assessment provided what was needed: credible facts and numbers of their own.

In another case, a financial services organization found, as a result of a quantitative risk assessment, that they were carrying four to five times the amount of insurance warranted by their level of exposure. They reduced coverage by half — still retaining a significant cushion — and have since saved hundreds of thousands of dollars in premiums.

In yet another case, management of a relatively young but rapidly growing organization had maintained a rather “entrepreneurial” attitude toward IT in general — until presented with the results of a risk assessment that gave them a realistic sense of the risks inherent to that posture. Substantial policy changes were made on the spot, and information security began receiving real consideration, not just lip service. Some specific areas of concern are addressed below.

Diversion of Resources
That organizational staff will have to spend some time providing information for the risk assessment is often a major concern. Regardless of the nature of the assessment, there are two key areas of information gathering that will require staff time and participation beyond that of the person(s) responsible for executing the risk assessment: (1) valuing the intangible information asset’s confidentiality, integrity, and availability, and (2) conducting the vulnerability analysis. These tasks will require input from two entirely different sets of people in most cases.

Valuing the Intangible Information Asset
There are a number of approaches to this task, and the amount of time it takes to execute will depend on the approach as well as whether it is qualitative or quantitative. As a general rule of thumb, however, one could expect all but the most cursory qualitative approach to require one to four hours of continuous time from two to five key-knowledgeable staff for each intangible information asset valued.

Experience has shown that the Modified Delphi approach is the most efficient, useful, and credible. For detailed guidance, refer to the Guideline for Information Valuation (GIV) published by the Information System Security Association (ISSA). This approach will require (typically) the participation of three to five staff knowledgeable on various aspects of the target information asset. A Modified Delphi meeting routinely lasts 4 hours, so, for each target information asset, key staff time of 12 to 16 hours will be expended in addition to about 12 to 20 hours total for a meeting facilitator (4 hours) and a scribe (8 to 16 hours). 

Providing this information has proven to be a valuable exercise for the source participants and the organization by giving them significant insight into the real value of the target body of information and the consequences of losing confidentiality, availability, or integrity. Still, this information alone should not be used to support risk mitigation cost/benefit analysis.

While this “Diversion of Resources” may be viewed initially by management with some trepidation, the results have invariably been judged more than adequately valuable to justify the effort.

Conducting the Vulnerability Analysis
This task, which consists of identifying vulnerabilities, can and should take no more than 5 work days — about 40 hours — of one-on-one meetings with staff responsible for managing or administering the controls and associated policy, e.g., logical access controls, contingency planning, change control, etc. The individual meetings — actually, guided interviews, ideally held in the interviewees’ workspace, should take no more than a couple of hours. Often, these interviews take as little as 5 minutes. Collectively, however, the interviewees’ total diversion could add up to as much as 40 hours. The interviewer will, of course, spend matching time, hour for hour. This one-on-one approach minimizes disruption while maximizing the integrity of the vulnerability analysis by assuming a consistent level-setting with each interviewee.

Credibility of the Numbers
Twenty years ago, the task of coming up with “credible” numbers for information asset valuation, threat frequency and impact distributions, and other related risk factors was daunting. Since then, the GIV was published, and significant progress has been made by some automated tools’ handling of the numbers and their associated knowledge bases. The knowledge bases that were developed on the basis of significant research do establish credible numbers. And, credible results are provided, if proven algorithms with which to calculate illustrative risk models are used.

However, manual approaches or automated tools that require the users to develop the necessary quantitative data are susceptible to a much greater degree of subjectivity and poorly informed assumptions. In the past couple of years, there have been some exploratory efforts to establish a Threat Research Center tasked with researching and establishing:

1.  A standard Information security threat population, 

2.  Associated threat frequency data, and 

3.  Associated threat scenario and impact data; 

and maintaining that information while assuring sanitized source channels that protect the providers of impact and scenario information from disclosure. As recognition of the need for strong information security and associated risk assessment continues to increase, the pressure to launch this function will eventually be successful.

Subjectivity
The ideal in any analysis or assessment is complete objectivity. Just as there is a complete spectrum from qualitative to quantitative, there is a spectrum from subjective to increasingly objective. As more of the elements of risk are expressed in independently objective terms, the degree of subjectivity is reduced accordingly, and the results will have demonstrable credibility.

Conversely, to the extent a methodology depends on opinion, point of view, bias, or ignorance (subjectivity), the results will be of increasingly questionable utility. Management is loathe to make budgetary decisions based on risk metrics that express value and risk in terms such as low, medium, and high.

There will always be some degree of subjectivity in assessing risks. However, to the extent that subjectivity is minimized by the use of independently objective metrics, and the biases of tool developers, analysts, and knowledgeable participants are screened, reasonably objective, credible risk modeling is achievable.

Utility of Results
Ultimately, each of the above factors (Diversion of Resources, Credibility of the Numbers, Subjectivity, and, in addition, Timeliness) plays a role in establishing the utility of the results. Utility is often a matter of perception. If management feels that the execution of a risk assessment is diverting resources from their primary mission inappropriately, if the numbers are not credible, if the level of subjectivity exceeds an often intangible cultural threshold for the organization, or if the project simply takes so long that the results are no longer timely, then the attention and trust of management will be lost or reduced along with the utility of the results.

A risk assessment executed with the support of contemporary automated tools can be completed in a matter of weeks, not months. Developers of the best automated tools have done significant research into the qualitative elements of good control, and their qualitative vulnerability assessment knowledge bases reflect that fact. The same is true with regard to their quantitative elements. Finally, in building these tools to support quantitative risk assessment, successful efforts have been made to minimize the work necessary to execute a quantitative risk assessment.

The bottom line is that it makes very little sense to execute a risk assessment manually or build one’s own automated tool except in the most extraordinary circumstances. A risk assessment project that requires many work-months to complete manually — with virtually no practical “what-if” capability — can, with sound automated tools, be done in a matter of days, or weeks at worst, with credible, useful results.

TASKS OF RISK ASSESSMENT
In this section, we will explore the classic tasks of risk assessment and key issues associated with each task, regardless of the specific approach to be employed. The focus will, in general, be primarily on quantitative methodologies. However, wherever possible, related issues in qualitative methodologies will also be discussed.

Project Sizing
In virtually all project methodologies there are a number of elements to be addressed to ensure that all participants, and the target audience, understand and are in agreement about the project. These elements include:

•  Background 

•  Purpose 

•  Scope 

•  Constraints 

•  Objective 

•  Responsibilities 

•  Approach 

In most cases, it would not be necessary to discuss these individually, as most are well-understood elements of project methodology in general. In fact, they are mentioned here for the exclusive purpose of pointing out the importance of (1) ensuring that there is agreement between the target audience and those responsible for executing the risk assessment, and (2) describing the constraints on a risk assessment project. While a description of the scope — what is included — of a risk assessment project is important, it is equally important to describe specifically, in appropriate terms, what is not included. Typically, a risk assessment is focused on a subset of the organization’s information assets and control functions. If what is not to be included is not identified, confusion and misunderstanding about the risk assessment’s ramifications may result. 

Again, the most important point about the project sizing task is to ensure that the project is clearly defined and that a clear understanding of the project by all parties is achieved.

Threat Analysis
In manual approaches and some automated tools, the analyst must determine what threats to consider in a particular risk assessment. Since there is not, at present, a standard threat population and readily available threat statistics, this task can require a considerable research effort. Of even greater concern is the possibility that a significant local threat could be overlooked and associated risks inadvertently accepted. Worse, it is possible that a significant threat is intentionally disregarded.

The best automated tools currently available include a well-researched threat population and associated statistics. Using one of these tools virtually assures that no relevant threat is overlooked, and associated risks are accepted as a consequence. If, however, a determination has been made not to use one of these leading automated tools and instead to do the threat analysis independently, there are good sources for a number of threats, particularly for all natural disasters, fire, and crime (oddly enough, not so much for computer crime), even falling aircraft. Also, the console log is an excellent source for in-house experience of system development, maintenance, operations, and other events that can be converted into useful threat event statistics with a little tedious review. Finally, in-house physical and logical access logs — assuming such are maintained — can be a good source of related threat event data.

But, gathering this information independently, even for the experienced risk analyst, is no trivial task. Weeks, if not months, of research and calculation will be required, and, without validation, results may be less than credible. For those determined to proceed independently, the following list of sources, in addition to in-house sources previously mentioned, will be useful:

Fire — National Fire Protection Association (NFPA) 

Flood, all categories — National Oceanic and Atmospheric Administration (NOAA) and local Flood Control Districts 

Tornado — NOAA 

Hurricane — NOAA and local Flood Control Districts 

Windstorms — NOAA 

Snow — NOAA 

Icing — NOAA 

Earthquakes — U.S. Geological Survey (USGS) and local university geology departments 

Sinkholes — lUSGS and local university geology departments 

Crime — FBI and local law enforcement statistics, and your own in-house crime experience, if any 

Hardware failures — vendor statistics and in-house records 

Until an independent Threats Research Center is established, it will be necessary to rely on automated risk assessment tools, or vendors, or your own research for a good threat population and associated statistics.

Asset Identification and Valuation
While all assets may be valued qualitatively, such an approach is useless if there is a need to make well-founded budgetary decisions. Therefore, this discussion of asset identification and valuation will assume a need for the application of monetary valuation. There are two general categories of assets relevant to the assessment of risk in the IT environment: tangible assets, and intangible assets.

Tangible Assets
The tangible assets include the IT facilities, hardware, media, supplies, documentation, and IT staff budgets that support the storage, processing, and delivery of information to the user community. The value of these assets is readily determined, typically, in terms of the cost of replacing them. If any of these are leased, of course, the replacement cost may be nil, depending on the terms of the lease.

Sources for establishing these values are readily found in the associated asset management groups, i.e., facilities management for replacement value of the facilities, hardware management for the replacement value for the hardware — from CPUs to controllers, routers and cabling, annual IT staff budgets for IT staff, etc.

Intangible Assets
The intangible assets, which might be better characterized as Information Assets, are comprised of two basic categories: replacement costs for data and software, and the value of the confidentiality, integrity, and availability of information.

Note that software, as an intellectual property with no physical presence beyond the media upon which it resides, is regarded as an intangible asset.

Replacement Costs. Replacement costs for data is not usually a complicated task unless source documents don’t exist or are not backed up reliably at a secure off-site location. The bottom line is that “x” amount of data represents “y” key strokes — a time-consuming, but readily measurable manual key entry process. 

Conceivably, source documents can now be electronically “scanned” to recover lost electronically stored data. Clearly, scanning is a more efficient process, but it is still time-consuming. However, if neither source documents nor off-site backups exist, actual replacement may become virtually impossible, and the organization faces the question of whether such a condition can be tolerated. If, in the course of the assessment, this condition is found, the real issue is that the information is no longer available, and a determination must be made as to whether such a condition can be overcome without bankrupting the private sector organization or irrevocably compromising a government mission.

Value of Confidentiality, Integrity, and Availability. In recent years, a better understanding of the values of confidentiality, integrity, and availability and how to establish these values on a monetary basis with reasonable credibility has been achieved. That understanding is best reflected in the ISSA-published GIV referenced above. These values often represent the most significant “at risk” asset in IT environments. When an organization is deprived of one or more of these with regard to its business or mission information, depending on the nature of that business or mission, there is a very real chance that unacceptable loss will be incurred within a relatively short time. For example, it is well-accepted that a bank that loses access to its business information (loss of availability) for more than a few days is very likely to go bankrupt. 

A brief explanation of each of these three critical values for information is presented below:

•  Confidentiality is lost or compromised when information is disclosed to parties other than those authorized to have access to the information. In the complex world of IT today, there are many ways for a person to access information without proper authorization if appropriate controls are not in place. Of course, it still remains possible to simply pick up and walk away with confidential documents carelessly left lying about or displayed on an unattended, unsecured PC. 

•  Integrity is the condition that information in or produced by the IT environment accurately reflects the source or process it represents. Integrity may be compromised in many ways, from data entry errors to software errors to intentional modification. Integrity may be thoroughly compromised, for example, by simply contaminating the account numbers of a bank’s demand deposit records. Since the account numbers are a primary reference for all associated data, the information is effectively no longer available. There has been a great deal of discussion about the nature of integrity. Technically, if a single character is wrong in a file with millions of records, the file’s integrity has been compromised. Realistically, however, some expected degree of integrity must be established. In an address file, 99% accuracy (only 1 out of 100 is wrong) may be acceptable. However, in the same file, if each record of 100 characters had only 1 character wrong — in the account number — the records would meet the poorly articulated 99% accuracy standard, but be completely compromised. In other words, the loss of integrity can have consequences that range from trivial to catastrophic. Of course, in a bank with 1 million clients, 99% accuracy means at best that the records of 10,000 clients are in error. In a hospital, even one such error could lead to loss of life! 

•  Availability, the condition that electronically stored information is where it needs to be, when it needs to be there, and in the form necessary, is closely related to the availability of the information processing technology. Whether because the process is unavailable, or the information itself is somehow unavailable, makes no difference to the organization dependent on the information to conduct its business or mission. The value of the information’s availability is reflected in the costs incurred over time by the organization, because the information was not available, regardless of cause. A useful tool (from the Modified Delphi method) for capturing the value of availability — and articulating uncertainty — is illustrated in the chart (Exhibit 3) below. This chart represents the cumulative cost, over time, of the best case and worst-case scenarios, with confidence factors, for the loss of availability of a specific information asset. 
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Exhibit 3.  

Vulnerability Analysis
This task consists of the identification of vulnerabilities that would allow threats to occur with greater frequency, greater impact, or both. For maximum utility, this task is best conducted as a series of one-on-one interviews with individual staff members responsible for implementing organizational policy through the management and administration of controls. To maximize consistency and thoroughness, and to minimize subjectivity, the vulnerability analysis should be conducted by an interviewer who guides each interviewee through a well-researched series of questions designed to ferret out all potentially significant vulnerabilities.

It should be noted that establishment and global acceptance of Generally Accepted System Security Principles, as recommended in the National Research Council report Computers at Risk (12/90), will go far in establishing a globally accepted knowledge base for this task. 

Threat/Vulnerability/Asset Mapping
Without connecting — mapping — threats to vulnerabilities and vulnerabilities to assets and establishing a consistent way of measuring the consequences of their interrelationships, it becomes nearly impossible to establish the ramifications of vulnerabilities. Of course, intuition and common sense are useful, but how does one measure the risk and support good budgetary management and cost/benefit analysis when the rationale is so abstract?

For example, it is only good common sense to have logical access control, but how does one justify the expense? We are reminded of a major bank whose management, in a cost-cutting frenzy, came very close to terminating its entire logical access control program! With risk assessment, one can show the expected risk and annualized asset loss/probability coordinates that reflect the ramifications of a wide array of vulnerabilities. Let us carry the illustration further with two basic vulnerabilities (Exhibit 4).
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Applying some simple logic at this point will give the reader some insight into the relationships between vulnerabilities, threats, and potentially affected assets:

No Logical Access Control — Not having logical access control means that anyone can sign on the system, get to any information they wish, and do anything they wish with the information. Most tangible assets are not at risk. However, if IT staff productivity is regarded as an asset, as reflected by their annual budget, that asset could suffer a loss (of productivity) while the staff strives to reconstruct or replace damaged software or data. Also, if confidentiality is compromised by the disclosure of sensitive information (competitive strategies or client information), substantial competitive advantage and associated revenues could be lost, or liability suits for disclosure of private information could be very costly. Both could cause company goodwill to suffer a loss. 

Since the only indicated vulnerability is not having logical access, it is reasonable to assume monetary loss resulting from damage to the integrity of the information or the temporary loss of availability of the information is limited to the time and resources needed to recover with well-secured, off-site backups.

Therefore, it is reasonable to conclude, all other safeguards being effectively in place, that the greatest exposure resulting from not having logical access control is the damage that may result from a loss of confidentiality for a single event. But, without logical access control, there could be many such events!

What if there was another vulnerability? What if the information was not being backed up effectively? What if there were no useable backups? The loss of availability — for a single event — could become overwhelmingly expensive, forcing the organization into bankruptcy or compromising a government mission.

No Contingency Plan — Not having an effective contingency plan means that the response to any natural or man-made disaster will be without prior planning or arrangements. Thus, the expense associated with the event is not assuredly contained to a previously established maximum acceptable loss. The event may very well bankrupt the organization or compromise a government mission. This is without considering the losses associated with the tangible assets! Studies have found that organizations hit by a disaster and not having a good contingency plan are likely (4 out of 5) to be out of business within 2 years. 

What if there were no useable backups — another vulnerability? The consequences of the loss of information availability would almost certainly be made much worse, and recovery, if possible, would be much more costly. The probability of being forced into bankruptcy is much higher.

By mapping vulnerabilities to threats, and threats to assets, we can see the interplay among them and understand a fundamental concept of risk assessment: Vulnerabilities allow threats to occur with greater frequency or greater impact. Intuitively, it can be seen that the more vulnerabilities there are, the greater is the risk of loss. 

Risk Metrics/Modeling
There are a number of ways to portray risk, some qualitative, some quantitative, and some more effective than others. In general, the objective of risk modeling is to convey to decision makers a credible, useable portrayal of the risks associated with the IT environment, (again) answering these questions:

•  What could happen (threat event)? 

•  How bad would it be (impact)? 

•  How often might it occur (frequency)? 

•  How certain are the answers to the first three questions (uncertainty)? 

With such risk modeling, decision makers are well on their way to making well-informed decisions either to accept, avoid, or transfer associated risk.

The following brief discussion of the two general categories of approach to these questions, qualitative and quantitative, will give the reader a degree of insight into the ramifications of using one or the other approach.

Qualitative — The definitive characteristic of the qualitative approach is the use of metrics that are subjective, such as ordinal ranking low, medium, high, etc. In other words, independently objective values such as objectively established monetary value, and recorded history of threat event occurrence (frequency) are not used. 
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Quantitative — The definitive characteristic of quantitative approaches is the use of independently objective metrics and significant consideration given to minimizing the subjectivity that is inherent in any risk assessment. Graphics from a leading automated tool will illustrate quantitative risk modeling. 

The graph shown in Exhibit 6 reflects the integrated “all threats” risk that is generated to illustrate the results of Risk Evaluation in BDSS™ before any risk mitigation. The combined value of the tangible and intangible assets at risk is represented on the “Y” axis, and the probability of financial loss is represented on the “X” axis. Thus, reading this graphic model, there is a 1/10 chance of losing about $0.5M over a 1-year period.

[image: image38.jpg]M

E5

11000

1100

110

1

Pr
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The graph shown in Exhibit 7 reflects the same environment after risk mitigation and associated cost/benefit analysis. The original risk curve (Exhibit 6) is shown with the reduced risk curve and associated average annual cost of all recommended safeguards superimposed on it so the viewer can see the risk before risk mitigation, the expected reduction in risk, and the cost to achieve it. In Exhibit 7, the risk at 1/10 and 1/100 chance of loss is now minimal, and the risk at 1/1000 chance of loss has been reduced from about $2.0M to about $0.3M. The suggested safeguards are thus shown to be well justified.
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Exhibit 7.  

Management Involvement and Guidance
Organizational culture plays a key role in determining, first, whether to assess risk, and second, whether to use qualitative or quantitative approaches. Many firms’ management organizations see themselves as “entrepreneurial” and have an aggressive bottom line culture. Their basic attitude is to minimize all costs, take the chance that nothing horrendous happens, and assume they can deal with it if it does happen.

Other firms, particularly the larger, more mature organizations, will be more interested in a replicable process that puts the results in management language such as monetary terms, cost/benefit assessment, and expected loss. Terms that support budgetary planning.

It is very useful to understand the organizational culture when attempting to plan for a risk assessment and get necessary management support. While a quantitative approach will provide, generally speaking, much more useful information, the culture may not be ready to assess risk in significant depth.

In any case, with the involvement, support, and guidance of management, more utility will be gained from the risk assessment, regardless of its qualitative or quantitative nature. And, as management gains understanding of the concepts and issues of risk assessment and begins to realize the value to be gained, reservations about quantitative approaches will diminish, and they will increasingly look toward those quantitative approaches to provide more credible, defensible budgetary support.

RISK MITIGATION ANALYSIS
With the completion of the risk modeling and associated report on the observed status of information security and related issues, management will almost certainly find some areas of risk that they are unwilling to accept and for which they wish to see proposed risk mitigation analysis. In other words, they will want answers to the last three questions for those unacceptable risks:

•  What can be done? 

•  How much will it cost? 

•  Is it cost effective? 

There are three steps in this process:

•  Safeguard Analysis and Expected Risk Reduction 

•  Safeguard Costing 

•  Safeguard Cost/Benefit Analysis 

Safeguard Analysis and Expected Risk Reduction
With guidance from the results of the Risk Evaluation, including modeling and associated data collection tasks, and reflecting management concerns, the analyst will seek to identify and apply safeguards that could be expected to mitigate the vulnerabilities of greatest concern to management. Management will, of course, be most concerned about those vulnerabilities that could allow the greatest loss expectancies for one or more threats, or those subject to regulatory or contractual compliance. The analyst, to do this step manually, must first select appropriate safeguards for each targeted vulnerability; second, map or confirm mapping, safeguard/vulnerability pairs to all related threats; and third, determine, for each threat, the extent of asset risk reduction to be achieved by applying the safeguard. In other words, for each affected threat, determine whether the selected safeguard(s) will reduce threat frequency, reduce threat exposure factors, or both, and to what degree.

Done manually, this step will consume many days or weeks of tedious work effort. Any “What if” assessment will be very time-consuming as well. When this step is executed with the support of a knowledge-based expert automated tool, however, only a few hours to a couple of days are expended, at most.

Safeguard Costing
In order to perform useful cost/benefit analysis, estimated costs for all suggested safeguards must be developed. While these cost estimates should be reasonably accurate, it is not necessary that they be precise. However, if one is to err at this point, it is better to overstate costs. Then, as bids or detailed cost proposals come in, it is more likely that cost/benefit analysis results, as shown below, will not overstate the benefit.

There are two basic categories of costing for safeguards: cost per square foot, installed, and time and materials. In both cases, the expected life and annual maintenance costs must be included to get the average annual cost over the life of the safeguard. An example of each is provided in Exhibits 8 and 9.

[image: image40.jpg]Cost per square foot $165.00
Total Square feet 50,000

Total 8,250,000
Safeguard Life 10 years
expectancy
Annualized cost 825,000
(8,250,000/10)
Annual Maintenance 250,000
Average Annual Cost $1,075,000





Exhibit 8.  Cost Per Square Foot, Installed, for a New IT Facility

[image: image41.jpg]Cost per labor hour

$65.00

Labor hours

Implomentation
cost, labor

£31,200

Purchase/matorials for
an automated DRP tool

529,000

Total
acauisition and
implementation
cost

570,200

Safeguard life
expectancy

8 yoars

Annualized acaquisition
‘and implementation
cost

(870,2008)

8,775

‘Annual maintenance:
0 DRP ficanse
maintenance

0 DRP staff, .5
work year
(65,000 x .5)

54,350

32,500

936,850

Averago Annual Cost

545,625





Exhibit 9.  Time and Materials for Acquiring and Implementing a Disaster Recovery Plan (DRP)

These Average Annual Costs represent the break-even point for safeguard cost/benefit assessment for each safeguard. In these examples, discrete, single-point values have been used to simplify the illustration. At least one of the leading automated risk assessment tools allows the analyst to input bounded distributions with associated confidence factors to articulate explicitly the uncertainty of the values for these preliminary cost estimates. These bounded distributions with confidence factors facilitate the best use of optimal probabilistic analysis algorithms.

Safeguard Cost/Benefit Analysis
The risk assessment is now almost complete, though this final set of calculations is, once again, not trivial. In previous steps, the expected value of risk mitigation — the Annualized Loss Expectancy (ALE) — is conservatively represented individually, safeguard by safeguard, and collectively. The collective safeguard cost/benefit is represented first, threat by threat with applicable selected safeguards; and, second, showing the overall integrated risk for all threats with all selected safeguards applied. This may be illustrated as follows:

Safeguard1 --> Vulnerability1-->n --> Threat1-->n 

One safeguard may mitigate one or more vulnerabilities to one or more threats. A generalization of each of the three levels of calculation is represented below:

1.  For the single safeguard — A single safeguard may act to reduce risk for a number of threats. For example, a contingency plan will contain the loss for disasters by facilitating a timely recovery. The necessary calculation includes the integration of all affected threats’ risk models before the safeguard is applied less their integration after the safeguard is applied to define the gross risk reduction benefit. Finally, subtract the safeguard’s average annual cost to derive the net annual benefit. 
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where: 

RB(T) = the risk model for threats1-nbefore the safeguard is applied 

RA(T) = the risk model for threats1-nafter the safeguard is applied 

GRRB = Gross Risk Reduction Benefit 

NRRB = Net Risk Reduction Benefit 

SGAAC = Safeguard Average Annual Cost 


This information is useful in determining whether individual safeguards are cost effective. If the net risk reduction benefit is negative, the benefit is negative, i.e., not cost effective. 

2.  For the single threat — Any number of safeguards may act to reduce risk for any number of threats. It is useful to determine, for each threat, how much the risk for that threat was reduced by the collective population of safeguards selected that act to reduce the risk for the threat. Recognize at the same time that one or more of these safeguards may act as well to reduce the risk for one or more other threats. 

[(AALEB - AALEA = GRRB) -SGAACSG1-n] = NRRB 


where: 

AALEB = Average Annual Loss Expectancy before safeguards 

AALEA = Average Annual Loss Expectancy after safeguards 


In this case, NRRB refers to the combined benefit of the collective population of safeguards selected for a specific threat. This process should be executed for each threat addressed. Still, these two processes alone should not be regarded as definitive decision support information. There remains the very real condition that the collective population of safeguards could reduce risk very effectively for one major threat while having only a minor risk-reducing effect for a number of other threats relative to their collective SGAAC. In other words, if looked at out of context, the selected safeguards could appear, for those marginally affected risks, to be cost prohibitive — their costs may exceed their benefit for those threats. Therefore, the next process is essential to an objective assessment of the selected safeguards overall benefits. 

3.  For all threats — The integration of all individual threat risk models for before selected safeguards are applied and for after selected safeguards are applied shows the gross risk reduction benefit for the collective population of selected safeguards as a whole. Subtract the average annual cost of the selected safeguards, and the net risk reduction benefit as a whole is established. This calculation will generate a single risk model that accurately represents the combined effect of all selected safeguards in reducing risk for the array of affected threats. In other words, an executive summary of the expected results of proposed risk reduction measures is generated. 

Final Recommendations
After the risk assessment is complete, final recommendations should be prepared on two levels, (1) a categorical set of recommendations in an executive summary, and (2) detailed recommendations in the body of the risk assessment report. The executive summary recommendations are supported by the integrated risk model reflecting all threat risks before and after selected safeguards are applied, the average annual cost of the selected safeguards, and their expected risk reduction benefit.

The detailed recommendations should include a description of each selected safeguard and its supporting cost benefit analysis. Detailed recommendations may also include an implementation plan. However, in most cases, implementation plans are not developed as part of the risk assessment report. Implementation plans are typically developed upon executive endorsement of the recommendations.

AUTOMATED TOOLS
The following products represent a broad spectrum of automated risk assessment tools ranging from the comprehensive, knowledge-based expert system BDSS™ to RiskCalc, a simple risk assessment shell with provision for user-generated algorithms and a framework for data collection and mapping.

ARES, Air Force Communications and Computer Security Management Office, Kelly AFB, TX. 

@RISK, Palisade Corp., Newfield, NY. 

Bayesian Decision Support System (BDSS), OPA, Inc., The Integrated Risk Management Group, Petaluma, CA. 

Control Matrix Methodology for Microcomputers. Jerry FitzGerald & Associates, Redwood City, CA. 

COSSAC, Computer Protection Systems Inc., Plymouth, MI. 

CRITI-CALC, International Security Technology, Reston, VA. 

CRAMM, Executive Resources Association, Arlington, VA. 

GRA/SYS, Nander Brown & Co., Reston, VA. 

IST/RAMP, International Security Technology, Reston, VA. 

JANBER, Eagon, McAllister Associates Inc., Lexington Park, MD. 

LAVA, Los Alamos National Laboratory, Los Alamos, NM. 

LRAM, Livermore National Laboratory, Livermore, CA. 

MARION, Coopers & Lybrand (U.K.-based), London, England. 

Micro Secure Self Assessment, Boden Associates, East Williston, NY. 

Predictor, Concorde Group International, Westport, CT. 

PRISM, Palisade Corp., Newfield, NY. 

QuikRisk, Basic Data Systems, Rockville, MD. 

RA/SYS, Nander Brown & Co. Reston, VA. 

RANK-IT, Jerry FitzGerald & Associates, Redwood City, CA. 

RISKCALC, Hoffman Business Associates Inc., Bethesda, MD. 

RISKPAC, Profile Assessment Corp., Ridgefield, CT. 

RISKWATCH, Expert Systems Software Inc., Long Beach, CA. 

The Buddy System Risk Assessment and Management System for Microcomputers, Countermeasures, Inc., Hollywood, MD. 

SUMMARY
While the dialogue on risk assessment continues, management increasingly is finding utility in the technology of risk assessment. Readers should, if possible, given the culture of their organization, make every effort to assess the risks in the subject IT environments using automated, quantitatively oriented tools. If there is strong resistance to using quantitative tools, then proceed with an initial approach using a qualitative tool. But do start the risk assessment process! 

Work on automated tools continues to improve their utility and credibility. More and more of the “Big 6” and other major consultancies, including those in the insurance industry, are offering risk assessment services using, or planning to use, quantitative tools. Managing risk is the central issue of information security. Risk assessment with automated tools provides organizational management with sound insight on their risks and how best to manage them and reduce liability costs effectively.

Section 3-2
Business Continuity Planning 
Chapter 3-2-1
Business Continuity in Distributed Environments 
Steven P. Craig
Today’s organizations, in their efforts to reduce costs, are streamlining layers of management while implementing more complex matrices of control and reporting. Distributed systems have facilitated the reshaping of these organizations by moving the control of information closer to its source, the end user. In this transition, however, secure management of that information has been placed at risk. Information technology departments must protect the traditional system environment within the computer room plus develop policies, standards, and guidelines for the security and protection of the company’s distributed information base. Further, the information technology staff must communicate these standards to all users to enforce a strong baseline of controls.

In these distributed environments, information technology personnel are often asked to develop systems recovery plans outside the context of an overall business recovery scheme. Recoverability of systems, however, should be viewed as only one part of business recovery. Information systems, in and of themselves, are not the lifeblood of a company; inventory, assets, processes, and people are all essential factors that must be considered in the business continuation design. The success of business continuity planning rests on a company’s ability to integrate systems recovery in the greater overall planning effort.

BUSINESS RECOVERY PLANNING — THE PROCESS
Distinctive areas must be addressed in the formulation of a company’s disaster recovery plan, and attention to these areas should follow the steps of the scientific method: a statement of the problem, the development of a hypothesis, and the testing of the hypothesis. Like any scientific process, the development of the disaster recovery plan is iterative. The testing phase of this process is essential because it reveals whether the plan is viable. Moreover, it is imperative that the plan and its assumptions be tested on an ongoing, routine basis. The most important distinction that marks disaster recovery planning is what is at stake — the survival of the business.

The phases of a disaster recovery plan process are

•  Awareness and discovery 

•  Risk assessment 

•  Mitigation 

•  Preparation 

•  Testing 

•  Response and recovery 

Recovery planners should adapt these phases to a company’s specific needs and requirements. Some of the phases may be combined, for example, depending on the size of the company and the extent of exposures to risk. It is crucial, however, that each phase be included in the formation of a recovery plan.

Awareness and Discovery
Awareness begins when a recovery planning team can identify both possible threats and plausible threats to business operations. The more pressing issue for an organization in terms of business recovery planning is that of plausible threats. These threats must be evaluated by recovery planners, and their planning efforts, in turn, will depend on these criteria:

•  The business of the company. 

•  The area of the country in which the company is located. 

•  The company’s existing security measures. 

•  The level of adherence to existing policies and procedures. 

•  Management’s commitment to existing policies and procedures. 

Awareness also implies educating all employees on existing risk exposures and briefing them on what measures have been taken to minimize those exposures. Each employee’s individual role in complying with these measures should be addressed at this early stage.

In terms of systems and information, the awareness phase includes determining what exposures exist that are specific to information systems, what information is vital to the organization, and what information is proprietary and confidential. Answering these questions will help planners determine when an interruption will be catastrophic as opposed to operational. For example, in an educational environment, a system that is down for two or three days may not be considered catastrophic, whereas in a process control environment (e.g., chemicals or electronics), just a few minutes of downtime may be.

Discovery is the process in which planners must determine, based on their awareness of plausible threats, which specific operations would be affected by existing exposures. They must consider what measures are currently in place or could be put in place to minimize or, ideally, remove these exposures.

Risk Assessment
Risk assessment is a decision process that weighs the cost of implementing preventive measures against the risk of loss from not implementing them. There are many qualitative and quantitative approaches to risk analysis. Typically, two major cost factors arise for the systems environment: the first is the loss incurred from a cease in business operations due to system downtime, and the second is the replacement cost of equipment.

The potential for significant revenue loss when systems are down for an extended period of time is readily understood in today’s business environment, because the majority of businesses rely exclusively on systems for much of their information needs. However, the cost of replacing systems and information in the event of catastrophic loss is often grossly underrated. Major organizations, when queried on insurance coverage for systems, come up with some surprising answers. Typically, organizations have coverage for mainframes and midrange systems and for the software for these environments. The workstations and the network servers, however, are often deemed as not valuable enough to insure. Coverage for the information itself is usually neglected as well, despite the fact that the major replacement cost for a company in crisis is the recreation of its information data base.

Notably, the personal computer, regardless of how it is configured or networked, is usually perceived as a standalone unit from the risk assessment point of view. Even companies that have retired their mainframes and embraced an extensive client/server architecture, and that fully comprehend the impact of the loss of its use, erroneously consider only the replacement cost of the unit rather than that of the distributed system as the basis of risk.

Risk assessment is the control point of the recovery planning process. The amount of exposure a company believes it has, or is willing to accept, determines how much effort the company will expend on this process. Simply put, a company with no plan is fully exposed to catastrophic loss. Companies developing plans must approach risk assumption by identifying their worst-case scenario and then deciding how much they will spend to offset that scenario through mitigation, contingency plans, and training. Risk assessment is the phase required to formulate a company’s management perspective, which in turn supports the goal of developing and maintaining a companywide contingency plan.

Mitigation
The primary objectives of mitigation are to lessen risk exposures and to minimize possible losses. History provides several lessons in this area. For example, since the underground floods of 1992, companies in Chicago think twice before installing data centers in the basements of buildings. Bracing key computer equipment and office furniture has become popular in California because of potential injuries to personnel and the threat of loss of assets from earthquakes. Forward-thinking companies in the South and southern Atlantic states are installing systems far from the exterior of buildings because of the potential damage from hurricanes.

Although it is a simple exercise to make a backup copy of key data and systems, it is difficult to enforce this activity in a distributed systems environment. As systems have been distributed and the end user empowered, the regimen of daily or periodic backups has been adversely affected. In other words, the end user has been empowered with tools but has not been educated about, or held responsible for, the security measures that are required for those tools. One company, a leader in the optical disk-drive market, performs daily backups of its accounting and manufacturing systems to optical disk (using its own product), but never rotates the media and has never considered storing the backup off-site. Any event affecting the hardware (e.g., fire, theft, or earthquake) could therefore destroy the sole backup and the means of business recovery for this premier company. Mitigation efforts must counter such oversights.

Preparation
The preparation phase of the disaster planning process delineates what specific actions must be taken should a disaster occur. Based on an understanding of plausible threats, planners must determine who will take what action if a disaster occurs. Alternates should be identified for key staff members who may have been injured as a result of the event. A location for temporary operations should be established in case the company’s building is inaccessible after a disaster, and the equipment, supplies, and company records that will be required at this site should be identified. Preparation may include establishing a hot site for systems and telecommunications. Off-hours or emergency telephone numbers should be kept for all vendors and services providers that may need to be contacted. Moreover, the contingency plans must be clearly documented and communicated to all personnel.

Testing
The testing phase proves the viability of the planning efforts. The recovery planner must determine, during testing, whether there are invalid assumptions and inadequate solutions in the company’s plan. It is important to remember that organizations are not static and that an ever-changing business environment requires a reasonable frequency of testing. Recovery planners must repeat this phase of the plan until they are comfortable with the results and sure that the plan will work in a time of crisis.

Response and Recovery
This final phase of the contingency plan is one that organizations hope never to have to employ. Preparing for actual response and recovery includes identifying individuals and training them to take part in emergency response in terms of assessment of damage, cleanup, restoration, alternate site start-up, emergency operations duties, and any other activities that managing the crisis might demand.

Every phase of the planning process, prior to this phase, is based on normalcy. The planning effort is based on what is perceived to be plausible. Responses are developed to cover plausible crises and are done so under rational conditions. However, dealing with a catastrophic crisis is not a normal part of an employee’s work day, and the recovery team must be tested under more realistic conditions to gauge how they will perform under stress and where lapses in response might occur. Ideally, recovery planners should stage tests that involve role playing to give their team members a sense of what they may be exposed to in a time of crisis.

DEPARTMENTAL PLANNING
Often, consultants are asked to help a company develop its business resumption plan and to focus only on the systems environment to reduce the overall cost of planning efforts. Often, companies take action on planning as the result of an information systems audit and thus focus solely on systems exposure and audit compliance. These companies erroneously view disaster recovery as an expense rather than as an investment in business continuity.

A plan that addresses data integrity and systems survivability is certainly a sound place to begin, but there are many other factors to consider in recovery planning. Depending on the nature of the business, for example, telecommunications availability may be much more important than systems availability. In a manufacturing environment, if the building and equipment are damaged in a disaster, getting the systems up and running may not necessarily be a top priority.

A company’s business continuation plan should be a compilation of individual department plans. It is essential that each department identify its processes and prioritize those processes in terms of recovery. Companywide operating and recovery priorities can then be established by the company’s management based on the input supplied by the departments. Information technology, as a service department to all other departments, will be better equipped to plan recovery capacity and required system availability based on this detailed knowledge of departmental recovery priorities.

Information Technology’s Role
Information technology personnel should not be responsible for creating individual department plans, but they should take a leadership role in the plan development. Information technology generally has the best appreciation and understanding of information flow throughout the organization. Its staff, therefore, are in the best position to identify and assess the following areas.

Interdepartmental Dependencies
It is common for conflicts in priorities to arise between a company’s overall recovery plan and its departmental plans. This conflict occurs because departments tend to develop plans on their own without considering other departments. One department may downplay the generation of certain information because that information has little importance to its operations, but the same information might be vitally important to the operations of another department. Information technology departments can usually identify these discrepancies in priorities by carefully reviewing each department’s plan.

External Dependencies
During the discovery process, recovery planners should determine with what outside services end-user departments are linked. End-user departments often think of external services as being outside the scope of their recovery planning efforts, despite the fact that dedicated or unique hardware and software are required to use the outside services. At a minimum, departmental plans must include the emergency contact numbers for these outside services and any company account codes that permit linkage to the service from a recovery location. Recovery planners should also assess the outside service providers’ contingency plans for assisting the company in its recovery efforts.

Internal and External Exposures
Standalone systems acquired by departments for a special purpose are often not linked to a company’s networks. Consequently, they are often overlooked in terms of data security practices. For example, a mortgage company funded all of its loans via wire transfer from one of three standalone systems. This service was one of the key operations of the company. Each system was equipped with a modem and a uniquely serialized encryption card for access to the wire service. However, these systems were not maintained by the information technology department, no data or system backups were maintained by the end-user department, and each system was tied to a distinct phone line. Any mishap involving these three systems could have potentially put this department several days, if not weeks, in arrears in funding its loans. Under catastrophic conditions, a replacement encryption card and linkage establishment would have taken as much as a month to acquire.

As a result of this discovery, the company identified a secondary site and filed a standby encryption card, an associated alternate phone line, and a disaster recovery action plan with the wire service. This one discovery, and its resolution, more than justified the expense of the entire planning effort.

During the discovery process, the recovery planner identified another external exposure for the same company. This exposure related to power and the requirements of the company’s uninterruptable power supply (UPS). The line of questioning dealt with the sufficiency of battery backup capacity and whether an external generator should be considered in case of a prolonged power interruption. An assumption had been made by the company that, in the event of an areawide disaster, power would be restored within 24 hours. The company had 8 hours of battery capacity that would suffice for its main operational shift. Although the county’s power utility company had a policy of restoring power on a priority basis for the large employers of the county, the company was actually based in a special district and acquired its power from the city, not the county. Therefore, it would have power restored only after all the emergency services and city agencies were restored to full power. Moreover, no one could pinpoint how long this restoration period would be. To mitigate this exposure, the company added an external generator to its UPS system.

Apprise Management of Risks and Mitigation Costs
As an information technology department identifies various risks, it is the department’s responsibility to make management aware of them. This responsibility covers all security issues — system survivability issues (i.e., disaster recovery), confidentiality, and system integrity issues.

In today’s downsized environments, many information technology departments have to manage increasingly more complex systems with fewer personnel. Because of these organizational challenges, it is more important for the information technology staff involved in the planning process to present management with clear proposals for risk mitigation. Advocating comprehensive planning and security measures, and following through with management to see that they are implemented, will ensure that a depleted information technology staff is not caught off-guard in the event of disaster.

Policies
To implement a system or data safeguard strategy, planners must first develop a policy — or standard operating procedure — that explains why the safeguard should be established and how it will be implemented. The planners should then get approval for this policy from management.

In the process of putting together a disaster recovery plan for a community college’s central computing operations, one recovery planner discovered that numerous departments had isolated themselves from the networks supported by the information technology group. These departments believed that the servers were always crashing, which had been a cause for concern in years past, and they chose to separate themselves from the servers for what they considered to be safer conditions. These departments, which included accounting, processed everything locally on hard drives with no backups whatsoever. Needless to say, a fire or similar disaster in the accounting department would severely disrupt, if not suspend, the college’s operations.

The recovery planner addressed this problem with a fundamental method of distributed system security: distribute the responsibility of data integrity along the channels of distributed system capability. A college policy statement on data integrity was developed and issued to this effect. The policy outlined end-user security responsibilities, as well as those of the department administrators.

Establish Recovery Capability
Based on departmental input and a company’s established priorities, the information technology department must design an intermediate system configuration that is adequately sized to permit the company’s recovery immediately following the disaster. Initially, this configuration, whether it is local, at an alternate company site, or at a hot site, must sustain the highest-priority applications yet be adaptable to addressing other priorities. These added needs will arise depending on how long it takes to reoccupy the company’s facilities and fully restore all operations to normal. For example, planners must decide that the key client/server applications are critical to company operations, whereas office automation tools are not.

Restore Full Operational Access
The information technology department’s plan should also address the move back from an alternate site and the resources that will be required to restore and resume full operations. Depending on the size of the enterprise and the plausible disaster, this could include a huge number of end-user workstations. At the very least, this step is as complex as a company’s move to a new location.

PLANNING FOR THE DISTRIBUTED ENVIRONMENT
First and foremost, planners in a distributed environment must define the scope of their project. Determining the extent of recovery is the first step. For example, will the plan focus on just the servers or on the entire enterprise’s systems and data? The scope of recovery, the departmental and company priorities, and recovery plan funding will delimit the planner’s options. The following discussion outlines the basics of recovery planning regardless of budget considerations.

Protecting the LAN
Computer rooms are built to provide both special environmental conditions and security control. Environmental conditions include air conditioning, fire-rated walls, dry sprinkler systems, special fire abatement systems (e.g., Halon, FM-200), raised flooring, cable chase-ways, equipment racking, equipment bracing, power conditioning, and continuous power (UPS) systems. Control includes a variety of factors: access, external security, and internal security. All these aspects of protection are built-in benefits of the computer room. Today, however, company facilities are distributed and open; servers and network equipment can be found on desktops in open areas, on carts with wheels, and in communications closets that are unlocked or have no conditioned power. Just about anything and everything important to the company is on these servers or accessible through them.

Internal Environmental Factors
A computer room is a viable security option, though there are some subtleties to designing one specifically for a client/server environment. If the equipment is to be rack mounted, racking can be suspended from the ceiling, which yields clearance from the floor and avoids possible water damage. Notably, the cooling aspects of a raised floor design, plus its ability to hide a morass of cabling, are no longer needed in a distributed environment.

Conditioned power requirements have inadvertently modified computer room designs as well. If an existing computer room has a shunt trip by the exit but small standalone battery backup units are placed on servers, planners must review the computer room emergency shutdown procedures. The function of the shunt trip was originally to kill all power in the room so that, if operational personnel had to leave in a hurry, they would be able to come back later and reset systems in a controlled sequence. Now, when there are individual battery backup units that sustain the equipment in the room, the equipment will continue to run after the shunt is thrown. Rewiring the room for all wall circuits to run off the master UPS, in proper sequence with the shunt trip, should resolve this conflict.

Room placement within the greater facility is also a consideration. When designing a room from scratch, planners should identify an area with structural integrity, avoid windows, and eliminate overhead plumbing.

Alternate fire suppression systems are still a viable protection strategy for expensive electronics and the operational on-site tape backups within a room. If these systems are beyond the company’s budget, planners might consider multiple computer rooms (companies with a multiple-building campus environment or multiple locations can readily adapt these as a recovery strategy) with sprinklers and some tarpaulins handy to protect the equipment from incidental water damage (e.g., a broken sprinkler pipe). A data safe may also be a worthwhile investment for the backup media maintained on-site. However, if the company uses a safe, its personnel must be trained to keep it closed. In eight out of ten site visits where a data safe is used, the door is kept ajar (purely as a convenience). The safe only protects the company’s media when it is sealed. If the standard practice is to keep it closed, personnel will not have to remember to shut it as they evacuate the computer room under the stress of an emergency.

If the company occupies several floors within a building and maintains communication equipment (e.g., servers, hubs, or modems) within closets, the closets should be treated as miniature computer rooms. The doors to the closets should be locked, and the closets should be equipped with power conditioning and adequate ventilation.

Physical Security
The other priority addressed by a properly secured computer room is control: control of access to the equipment, cabling, and backup media. Servers out in the open are prime targets for mishaps ranging from innocent tampering to outright theft. A thief who steals a server gets away not only with an expensive piece of equipment but with a wealth of information that may prove to be much more valuable and marketable than the equipment itself.

The college satellite campus, discussed earlier, had no backup of the information contained within its network. The recovery planner explained to the campus administration, which kept its servers out in the open in its administration office area (a temporary trailer), that a simple theft of the $2,000 equipment would challenge its ability to continue operations. All student records, transcripts, course catalogs, instructor directories, and financial aid records were maintained on the servers. With no backup to rely on and its primary source of information evaporated, the campus administration would be faced with literally thousands of hours of effort to reconstruct its information base.

Property Management
Knowing what and where the organization’s computer assets (i.e., hardware, software, and information) are at any moment is critical to recovery efforts. The information technology department must be aware of not only the assets within the computer room but of every workstation used throughout the organization: whether it is connected to a network (including portables), what its specific configuration is, what software resides on it, and what job function it supports. This knowledge is achievable if all hardware and software acquisitions and installations are run through the IT department, if the company’s policies and procedures support information technology’s control (i.e., all departments and all personnel willingly adhere to the policies and procedures), and if the department’s property management inventory is properly maintained. Size is also a factor here. If the information technology department manages an organization with a single server and 50 workstations, the task may not be too large; however, if it supports several servers and several hundred workstations, the amount of effort involved is considerable.

Data Integrity
Information, if lost or destroyed, is the one aspect of a company’s systems that cannot be replaced simply by ordering another copy or another component. The company may have insurance, hot-site agreements, or quick-replacement arrangements for hardware and global license agreements for software, but its data integrity process is entirely in the hands of its information technology specialists. The information technology specialist and the disaster recovery planner are the individuals who must ensure that the company’s information will be recoverable.

Based on the initial risk assessment phase, planners can determine just how extensive the data integrity program should be. The program should include appropriate policies and education addressing frequency of backups, storage locations, retention schedules, and the periodic verification that the backups are being done correctly. If the planning process has just begun, data integrity should be the first area on which planners focus their attention. None of the other strategies they implement will count if no means of recovering vital data exist.

Network Recovery Strategies
The information technology specialist’s prime objective with respect to systems contingency planning is system survivability. In other words, provisions must be in place, albeit in a limited capacity, that will support the company’s system needs for priority processing through the first few hours immediately following a disaster.

Fault Tolerance vs. Redundancy
To a degree, information technology specialists are striving for what is called fault tolerance of the company’s critical systems. Fault tolerance means that no single point of failure will stop the system. Fault tolerance is often built in as part of the operational component design of a system. Redundancy, or duplication of key components, is the basis of fault tolerance. When fault tolerance cannot be built in, a quick replacement or repair program should be devised. Moving to an alternate site (i.e., a hot site) is one quick replacement strategy.

Alternate Sites and System Sizing
Once the recovery planner fully understands the company’s priorities, the planner can size the amount of system capacity required to support those priorities in the first few hours, days, and weeks following a disaster. When planning for a recovery site or establishing a contract with a hot-site service provider, the information technology specialist must size the immediate recovery capacity. This is extremely important, because most hot-site service providers will not allow a company to modify its requirements once it has declared a disaster.

The good news with respect to distributed systems is that hot-site service providers offer options for recovery. These options often include offering the use of their recovery center, bringing self-contained vans to the company’s facility (equipped with the company’s own required server configuration), or shipping replacement equipment for anything that has been lost.

Adequate Backups with Secure Off-Site Storage
This process must be based on established company policies that identify vital information and detail how its integrity will be managed. The work flow of the company and the volatility of its information base dictates the frequency of backups. At a minimum, backup should occur daily for servers and weekly or monthly for key files of individual workstations.

Planners must decide when and how often to take backups off-site. Depending on a company’s budget, off-site could be the building next door, a bank safety deposit box, the network administrator’s house, the branch office across town, or a secure media vault at a storage facility maintained by an off-site media storage company. Once the company meets the objective of separating the backup copy of vital data from its source, it must address the accessibility of the off-site copy.

The security of the company’s information is of vital concern. The planner must know where the information is to be kept and about possible exposure risks during transit. Some off-site storage companies intentionally use unmarked, nondescript vehicles to transport a company’s backup tapes to and from storage. These companies know that this information is valuable and that its transport and storage place should not be advertised.

Adequate LAN Administration
Keeping track of everything the company owns — its hardware, software, and information bases — is fundamental to a company’s recovery effort. The best aid in this area is a solid audit application that is run periodically on all workstations. This procedure assists the information technology specialist in maintaining an accurate inventory across the enterprise and provides a tool for monitoring software acquisitions and hardware configuration modifications. The inventory is extremely beneficial for insurance loss purposes. It also provides the technology specialist with accurate records for license compliance and application revision maintenance.

Personnel
Systems personnel are too often overlooked in systems recovery planning. Are there adequate systems personnel to handle the complexities of response and recovery? What if a key individual is affected by the same catastrophic event that destroys the systems? This event could cause a single point of failure.

An option available to the planner is to propose an emergency outsourcing contract. A qualified systems engineer hired to assist on a key project that never seems to get completed (e.g., the network system documentation) may be a cost-effective security measure. Once that project is completed to satisfaction, the company can consider structuring a contractual arrangement that, for example, retains the engineer for one to three days a month to continue to work on documentation and other special projects, as well as cover for staff vacations and sick days, and guarantees that the engineer will be available on an as-needed basis should the company experience an emergency. The advantage of this concept is that the company maintains effective outsourced personnel who are well versed in the company’s systems if the company needs to rely on them during an emergency.

TESTING
The success of a business recovery plan depends on testing its assumptions and solutions. Testing and training keep the plan up-to-date and maintain the viability of full recovery.

Tests can be conducted in a variety of ways: from reading through the plan and thinking through the outcome to full parallel system testing, or setting up operations at a hot site or alternate location and having the users run operations remotely. The full parallel system test generally verifies that the hot-site equipment and remote linkages work, but it does not necessarily test the feasibility of the user departments’ plans. Full parallel testing is also generally staged within a limited amount of time, which trains staff to get things done correctly under time constraints.

Advantages of the Distributed Environment for Testing
Because of their size and modularity, distributed client/server systems provide a readily available, modifiable, and affordable system setup for testing. They allow for a testing concept called cycle testing.

Cycle testing is similar to cycle counting, a process used in manufacturing whereby inventory is categorized by value and counted several times a year rather than in a one-time physical inventory. With cycle counting, inventory is counted year long, with portions of the inventory being selected to be counted either on a random basis or on a preselected basis. Inventory is further classified into categories so that the more expensive or critical inventory items are counted more frequently and the less expensive items less frequently. The end result is the same as taking a one-time physical inventory in that, by the end of a calendar year, all the inventory has been counted. The cycle counting method has several advantages:

•  Operations do not have to be completely shut down while the inventory is being taken. 

•  Counts are not taken under time pressure, which results in more accurate counts. 

•  Errors in inventories are discovered and corrected as part of the continuous process. 

The advantages of cycle testing are similar to those of cycle counting. Response and recovery plan tests can be staged with small manageable groups so they are not disruptive to company operations. Tests can be staged by a small team of facilitators and observers on a continual basis. Tests can be staged and debriefings held without time pressure, allowing the participants the time to understand their roles and the planners the time to evaluate team response to the test scenarios and to make necessary corrections to the plan. Any inconsistencies or omissions in a department’s plan can be discovered and resolved immediately among the working participants.

Just as more critical inventory items can be accounted for on a more frequent basis, so can the crucial components required for business recovery (i.e., systems and telecommunications). With the widespread use of LANs and client/server systems, information systems departments have the opportunity to work with other departments in testing their plans.

SUMMARY
Developing a business recovery plan is not a one-time, static task. It is a process that requires the commitment and cooperation of the entire company. To perpetuate the process, business recovery planning must be a company-stipulated policy in addition to being a company-sponsored goal. Organizations must actively maintain and test plans, training their employees to respond in a crisis. The primary objective in developing a business resumption plan is to preserve the survivability of the business.

An organization’s business resumption plan is an orchestrated collection of departmental responses and recovery plans. The information technology department is typically in the best position to facilitate other departments’ plan developments and can be particularly helpful in identifying the organization’s interdepartmental information dependencies and external dependencies for information access and exchange.

A few protective security measures should be fundamental to the information technology department’s plan, no matter what the scope of plausible disasters. From operational mishaps to areawide disasters, recovery planners should ensure that the information technology department’s plan addresses:

•  An adequate backup methodology with off-site storage. 

•  Sufficient physical security mechanisms for the servers and key network components. 

•  Sufficient logical security measures for the organization’s information assets. 

•  Adequate LAN/WAN administration, including up-to-date inventories of equipment and software. 

Finally, in support of an organization’s goal to have its business resumption planning process in place to facilitate a quick response to a crisis, the plan must be sufficiently and repeatedly tested, and the key team members sufficiently trained. When testing is routine, it becomes the feedback step that keeps the plan current, the response and recovery strategies properly aligned, and the responsible team members ready to respond. Testing is the key to plan viability and thus to the ultimate survival of the business.
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Business continuity planning (BCP) is a business issue, not a technical one. While each component of the business participates to a greater or lesser degree during the evolution, testing, and maintenance of BCPs, it is in the business impact assessment (BIA) process where the initial widespread interaction with staff and management takes place. The successful outcome of the BCP process really begins with the BIA.

Why business impact assessment? The reason that the business impact assessment element of the BCP methodology takes on such significance is that it sets the stage for shaping a business-oriented judgment concerning the appropriation of resources for recovery planning efforts. 

Our experiences in this area have shown that, all too often, recovery alternative decisions such as hot sites, duplicate facilities, materials stockpiling, etc. are based on emotional motivations, and not on the results of a thorough business impact assessment. The bottomline in performing BIAs is the requirement to obtain a firm and formal agreement from the management group as to precise maximum tolerable downtimes (MTD). The formalized MTDs must be communicated to each business unit and support service organization (i.e., IT, Network Management, Facilities, etc.) that support the business units, so that realistic recovery alternatives can be acquired and recovery measures developed.

The objective of the chapter is to examine the BIA process in detail, and to focus on the fundamentals of undertaking a positive and successful business impact assessment.

THE FIVE-PHASED APPROACH TO BCP
The BIA process is one phase of an overall approach to the evolution of BCPs. The following is a brief description of a five-phase BCP methodological approach. This approach is commonly used for development of the business unit (resumption) plans, technological platform, and communications network recovery plans. 

•  Phase I: BCP Project Scoping and Planning — This phase includes an examination of the organization’s distinct business operations and information system support services in order to form a project plan to direct subsequent phases of the activity. Project planning activities involve defining the precise scope, organization, timing, staffing, and other issues so that the project status and requirements can be articulated throughout the organization, and chiefly to those departments and personnel who will be playing the most meaningful roles in the BCP’s development. 

•  Phase II: Business Impact Assessment — This phase involves developing a grasp of the proportion of impact individual business units would sustain subsequent to a significant interruption of computing and communication services. These impacts may be financial, in terms of dollar loss or impact, or operational in nature, such as the inability to deliver and monitor quality customer service, etc. 

•  Phase III: Develop Recovery Strategy — The information collected in Phase II is employed to approximate the recovery resources (i.e., business unit or departmental space and resource requirements, and technological platform services and communications networks requirements) necessary to support time-critical business functions. During this phase, an appraisal of recovery alternatives and alternative cost-estimates are prepared and presented to management. 

•  Phase IV: Recovery Plan Development — This phase includes the development of the actual business continuity or recovery plans themselves. Explicit documentation is required for execution of an effective recovery process and includes both administrative inventory information and detailed recovery team action plans, among other information. 

•  Phase V: Implementation, Testing, and Maintenance — The final phase involves establishing a rigorous testing and maintenance management program as well as addressing the initial and ongoing testing and maintenance activities. 

BIA PROCESS DESCRIPTION
As mentioned above, the intent of the BIA process is to assist the organization’s management in understanding the impacts associated with possible threats, and to employ that intelligence to calculate the maximum tolerable downtime for reliance upon time-critical support services and resources. For most organizations, time-critical support services and resources include:

•  Personnel 

•  Facilities 

•  Technological platforms (all computer systems) 

•  Software 

•  Data networks and equipment 

•  Voice networks and equipment 

•  Vital records 

•  Data, etc. 

IMPORTANCE OF DOCUMENTING A FORMAL MTD DECISION
The BIA process comes to a conclusion when the organization’s senior management group has considered the impacts to the business processes due to outages of vital support services and then makes a formalized decision on the MTD they are willing to live with. This includes a decision to communicate that MTD decision(s) to each business unit and support service manager involved. Why is it so important that a formalized decision be made? Because the failure to document and communicate precise MTD information leaves each manager with imprecise direction on (1) selection of an appropriate recovery alternative method; and (2) the depth of detail which will be required when developing recovery procedures, including their scope and content. 

We have seen many a well-executed BIA with excellent results be wasted because the senior management group failed to articulate their acceptance of the results and to communicate to each affected manager that the time requirements for recovery processes had been defined.

USE OF BIA QUESTIONNAIRES
There is no question that the people-to-people contact of the BIA process is the most important component in understanding the potential a disaster will have upon an organization. People run the organization, and can best describe business functionality and their business unit’s degree of reliance on support services. The issue here, however, is deciding what is the best and most practical technique for gathering the information from these people.

There are different schools of thought about the use of questionnaires during the BIA process. Our opinion is that a well-crafted questionnaire will provide the structure needed by the BCP project team to consistently acquire the required information. This consistent questioning structure requires that the same questions be asked of each BIA interviewee — reliance can be placed on the results because answers to questions can be compared one to another, and the comparisons are based on the same criterion.

While we consider a questionnaire to be a valuable tool, the structure of the questions in the questionnaire itself is subject to a great deal of customization. This customization of the questions depends largely upon the reason why the BIA is being conducted in the first place.

The BIA process can be approached differently depending upon the needs of the organization. Each BIA situation should be evaluated in order to understand the underlying purpose to properly design the scope and approach of the BIA process. BIAs may be desired for several reasons, including:

•  Initiation of a BCP process where no BIA has been done before as part of the five-phase BCP methodology (Phase 2). 

•  Reinitiating a BCP process where there was a BIA performed but now it needs to be brought up to date. 

•  Conducting a BIA in order to justify BCP activities which have already been undertaken (i.e., the acquisition of a hot site or other recovery alternative). 

•  Simply updating the results of a previous BIA effort to identify changes in the environment and as a basis to plan additional activities. 

•  Initiating a BIA as a prelude to considering the beginning of a full BCP process for understanding or as a vehicle to sell management on the need to develop a BCP. 

BIA INFORMATION-GATHERING TECHNIQUES
There are various schools of thought regarding how to best gather BIA impact information. Conducting individual one-on-one BIA interviews is popular, but organizational size and location issues sometimes make conducting one-on-one interviews impossible. Other popular techniques include group exercises and/or the use of an electronic medium (i.e., data or voice network) or a combination of all of these. The following points highlight the pros and cons of these interviewing techniques:

One-on-one BIA interviews — The one-on-one interview with organizational representatives is the preferred manner in which to gather the BIA impact information, in our opinion. The pros of this are that you have the ability to discuss the issues face-to-face and observe the person. This one-on-one discussion will give the interviewer a great deal of both verbal and visual information concerning the topic at hand. In addition, personal rapport can be built between the interviewee and the BIA team, with the potential for additional assistance and support to follow. This rapport can be very beneficial during later stages of the BCP development effort if the persons being interviewed understand that the BCP process was undertaken to help them get the job done in times of emergency or disaster. The minus to this approach is that it can become very time consuming and tends to stretch the length of the BIA process. 

Group BIA interview sessions or exercises — This type of information-gathering activity can be very efficient in ensuring that a lot of data are gathered in a short period of time and can speed the BIA process tremendously. The problem with this type of an approach, if not conducted properly, is it can result in a meeting of many people without much useful information being accurately recorded for later consideration. 

Electronic media — Especially these days, the use of voice, data, video conferencing, etc., media are popular. Many times, the physical size and diversity as well as the structural complexity of the organization lends itself to this clean information-gathering technique. The pros are that distances can be diminished and travel expenses reduced, and that the use of automated questionnaires and other data-gathering methods can facilitate the capture of tabular data and make the ease of consolidation of this information possible. Less attractive, however, is that this type of communication lacks the human touch, and sometimes ignores the importance of the ability of the interviewer to read the verbal and visual communications of the interviewee. Especially worrisome, however, is the universal broadcasting of BIA-related questionnaires. These inquiries go to an uninformed or little informed group of users on a network, whereby they are asked to supply answers to qualitative and quantitative BIA questions without regard to the point of the question or the intent of the use of the result. Such practices almost always lend themselves to misleading and downright wrong results. This type of unsupported data-gathering technique for purposes of formulating a thoughtful strategy for recovery should be avoided. 

Most likely, however, your organization will need to use a mix of these suggested methods, or use others suited to the situation and culture of the enterprise.

CUSTOMIZING THE BIA QUESTIONNAIRE
There are a number of ways in which a BIA questionnaire can be constructed and/or customized to adapt itself for the purpose of serving as an efficient tool for accurately gathering BIA information. There are also an unlimited number of examples of BIA questionnaires in use by organizations. It should go without saying that any questionnaire, BIA or otherwise, can be constructed so as to elicit the response one would like to derive. It is important that the goal of the BIA be in the mind of the questionnaire developers so that the questions asked and the responses collected will meet the objective of the BIA process.

BIA Questionnaire Construction
Exhibit 1 features an example of a BIA questionnaire. Basically, the BIA questionnaire is made up of the following types of questions:

•  Quantitative Questions — These are the questions the interviewee is asked to consider to describe the economic or financial impacts of a potential disruption. Measured in monetary terms, an estimation of these impacts will aid the organization in understanding loss potential, in terms of lost income as well as in an increase in extraordinary expense. The typical qualitative impact categories might include: revenue or sales loss, lost trade discounts, interest paid on borrowed money, interest lost on float, penalties for late payment to vendors or lost discounts, contractual fines or penalties, unavailability of funds, canceled orders due to late delivery, etc. Extraordinary expense categories might include: acquisition of outside services, temporary employees, emergency purchases, rental/lease equipment, wages paid to idle staff, and temporary relocation of employees. 

•  Qualitative Questions — While the economic impacts can be stated in terms of dollar loss, the qualitative questions ask the participants to estimate potential loss impact in terms of their emotional understanding or feelings. It is surprising how often the qualitative measurements are used to put forth a convincing argument for a shorter recovery window. The typical qualitative impact categories might include loss of customer services capability, loss of confidence, etc. 

•  Specialized Questions — Make sure that the questionnaire is customized to the organization. It is especially important to make sure that both the economic and operational impact categories (lost sales, interest paid on borrowed funds, business interruption, customer inconvenience, etc.) are stated in such a way that each interviewee will understand the intent of the measurement. Simple is better here. 
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Exhibit 1.  Sample BIA Questionnaire

Using an automated tool? If an automated tool is being used to collect and correlate the BIA interview information, then make sure that the questions in the data base and questions on the questionnaire are synchronized to avoid duplication of effort or going back to interviewees with questions that might have been handled initially. A word of warning here, however. We have seen people pick up a BIA questionnaire off the Internet or from a book or periodical (like this one) and use it without regard to the culture and practices of their own organization. Never, ever, use a noncustomized BIA questionnaire. The qualitative and quantitative questions must be structured to the environment and style of the organization. There is opportunity for failure should this point be dismissed. 

BIA INTERVIEW LOGISTICS AND COORDINATION
This portion of the report will address the logistics and coordination while performing the BIA interviews themselves. Having scoped the BIA process, the next step is to determine who and how many people you are going to interview. In order to do this, there are some techniques you might use:

•  Use Organizational Charts to Compile Lists of Interviewees — You certainly are not going to interview everyone in the organization. You must select a sample of those management and staff personnel who will provide you with the best information in the shortest period. In order to do that, you must have a precise feel for the scope of the project (i.e., technological platform recovery, business unit recovery, communications recovery, etc.) and with that understanding you can use: 

1.  Organizational Chart Reviews — The use of formal, or sometimes even informal organization charts is the first place to start. This method includes examining the organizational chart of the enterprise to understand those functional positions that should be included. Review the organizational chart to determine which organizational structures will be directly involved in the overall effort and those that will be the recipients of the benefits of the finished recovery plan. 

2.  Overlaying Systems Technology — Overlay systems technology (applications, networks, etc.) configuration information over the organization chart to understand the components of the organization that may be affected by an outage of the systems. Mapping applications, systems, and networks to the organization’s business functions will aid tremendously when attempting to identify the appropriate names and numbers of people to interview. 

3.  Interview Technique — This method includes conducting introductory interviews of selected senior management representatives in order to identify critical personnel to be included in the BIA interview process. 

•  Coordinate with the IT Group — If the scope of the BIA process is recovery of technological platforms and/or communications systems, then conducting interviews with a number of IT personnel could help shorten the data-gathering effort. While IT users can often provide much valuable information, they should not be relied upon solely as the primary source of business impact outage information (i.e., revenue loss, extra expense, etc.). 

•  Send Questionnaire out in Advance — It is a useful technique to distribute the questionnaire to the interviewees in advance. Whether it is in hard copy or electronic media format, the person being interviewed should have a chance to review the questions, be able to invite others into the interview or redirect the interview to others, and begin to develop the responses. You should emphasize to the people who receive the questionnaire in advance to not fill it out, but to simply review it and be prepared to address the questions. 

•  Schedule One-Hour Interviews — Ideally, the BIA interview should last between 45 and 75 minutes. We have found that it sometimes can be advantageous to go longer than this, but if you see many of the interviews lasting longer than the 75-minute window, then there may be a BIA scoping issue which should be addressed, necessitating the need to schedule and conduct a larger number of additional interviews. 

•  Limit Number of Interviewees — It is important to limit the number of interviewees in the session to one, two, or three, but no more. Given the amount and quality of information you are hoping to elicit from this group, more than three people can deliver a tremendous amount of good information that can be missed when too many people are delivering the message at the same time. 

•  Try to Schedule Two Interviewers — When setting up the BIA interview schedule, try to ensure that at least two interviewers can attend and take notes. This will help eliminate the possibility that good information may be missed. Every additional trip back to an interviewee for confirmation of details will add overhead to the process. 

CONDUCTING THE BIA
When actually explaining the intent of the BIA to those being interviewed, the following concepts should be observed and perhaps discussed with the participants:

•  Intelligent Questions Asked of Knowledgeable People — Based loosely on the concept that if you ask enough reasonably intelligent people a consistent set of measurable questions, you will eventually reach a conclusion which is more or less the correct one. The BIA questions serve to elicit qualitative results from a number of knowledgeable people. The precise number of people interviewed obviously depends on the scope of the BCP activity and the size of the organization. However, when consistently directing a well-developed number of questions to an informed audience, the results will reflect a high degree of reliability. This is the point when conducting qualitatively oriented BIA — ask the right people good questions, and you will come up with the right results! 

•  Ask to Be Directed to the Correct People — As the interview unfolds, it may become evident that the interviewee is the wrong person to be answering the questions. You should ask who else within this area would be better suited to address these issues. They might be invited into the room at that point, or you may want to schedule a meeting with them at another time. 

•  Assure Them That Their Contribution Is Valuable — A very important way for you to build the esteem of the interviewee is to mention that their input to this process is considered valuable, as it will be used to formulate strategies necessary to recover the organization following a disruption or disaster. Explaining to them that you are there to help by getting their business unit’s relevant information for input to planning a recovery strategy can sometimes change the tone of the interview positively. 

•  Explain That the Plan Is Not Strictly an IT Plan — Even if the purpose of the BIA is for IT recovery, when interviewing business unit management for the process of preparing a technological platform recovery plan, it is sometimes useful to couch the discussion in terms of … “a good IT recovery plan, while helping IT recover, is really a business unit plan.” Why? Because the IT plan will recover the business functionality of the interviewees business unit as well, and that is why you are there. 

•  Focus on Who Will Really Be Exercising the Plan — Another technique is to mention that the recovery plan that will eventually be developed can be used by the interviewees, but is not necessarily developed for them. Why? Because the people that you are talking to probably already understand what to do following a disaster, without referring to extensive written recovery procedures. But the fact of the matter is that following the disruption, these people may not be available. It may well be the responsibility of the next generation of management to recover, and it will be the issues identified by this interviewee that will serve as the recovery road map. 

•  Focus on Time-Critical Business Functions or Processes — As the BIA interview progresses, it is sometimes important to fall back from time to time and reinforce the concept that we are interested in the identification of time-critical functions and processes. 

•  Assume Worst-Case Disaster — When faced with the question as to “When will the disruption occur?” The answer should be, “It will occur at the worst possible time for your business unit. If you close your books on 12/31, and you need the computer system the most on 12/30 and 12/31, the disaster will occur on 12/29.” Only when measuring the impacts of a disruption at the worst time can the interviewer get an idea as to the full impact of the disaster, and ensure that the impact information can be meaningfully compared from one business unit to the next. 

•  Assume No Recovery Capability Exists — In order to reach results which are comparable, it is essential that you insist that the interviewees assume that no recovery capability will exist as they answer the impact questions. The reason for this is that when they attempt to quantify and/or qualify the impact potential, they may confuse a preexisting recovery plan or capability with no impact, and that is incorrect. No matter the existing recovery capability, the impact of a loss of services must be measured in raw terms so that as you compare the results of the interviews from business unit to business unit, the results are comparable (apples to apples, if you will). 

•  Order of Magnitude Numbers and Estimates — The financial impact information is needed in orders of magnitude estimates only. Do not get bogged down in minutiae as it is easy to get lost in the detail. The BIA process is not a quantitative risk assessment! It is not meant to be. It is qualitative in nature and, as such, orders of magnitude impacts are completely appropriate and even desirable. Why? Because preciseness in estimation of loss impact almost always will result in arguments about the numbers. When this occurs, the true goal of the BIA is lost, because it turns the discussion into a numbers game, not a balanced discussion concerning financial and operational impact potentials. Because of the unlimited and unknown varieties of disasters that could possibly befall an organization, the true numbers can never ever be precisely known, at least until after the disaster. The financial impact numbers are merely estimates intended to illustrate degrees of impacts. So skip the numbers exercise and get to the point. 

•  Stay Focused on the BCP Scope — Whether the BIA process is for development of technological platforms, end-user, facilities recovery, voice network, etc., it is very important that you do not allow scope creep in the minds of the interviewees. The discussion can become very unwieldy if you do not hold the focus of the loss impact discussions on the precise scope of the BCP project. 

•  There Are No Wrong Answers — Because all the results will be compared with one-another before the BIA report is forwarded, then you can emphasize that the interviewee should not worry about wrong answers. As the BIA process evolves, each business unit’s financial and operational impacts will be compared with the others, and those impact estimates which are out of line with the rest will be challenged and adjusted accordingly. 

•  Do Not Insist upon Getting the Financial Information on the Spot — Sometimes the compilation of financial loss impact information requires a little time to accomplish. We often will tell the interviewee that we will return within a few days to collect the information, so that additional care can be taken in preparation — making sure that we do actually return and pick up the information later. 

•  The Value of Push Back — Do not underestimate the value of push back when conducting BIA interviews. Business unit personnel will, most times, tend to view their activities as extremely time-critical, with little or no downtime acceptable. In reality, their operations will be arranged in some priority order with the other business processes of the organization for recovery priority. Realistic MTDs must be reached, and sometimes the interviewer must push back and challenge what may be considered unrealistic recovery requirements. Be realistic in challenging, and request that the interviewees be realistic in estimating their business unit’s MTDs. Common ground will eventually be found that will be more meaningful to those who will read the BIA Findings and Recommendations Report — the senior management group. 

Interpreting and Documenting the Results
As the BIA interview information is gathered, there is considerable tabular and written information that begins to quickly accumulate. This information must be correlated and analyzed. Many issues will arise here and there will be issues and some follow-up interviews or information-gathering requirements. The focus at this point in the BIA process should be as follows:

•  Begin Documentation of the Results Immediately — Even as the initial BIA interviews are being scheduled and completed, it is a good idea to begin preparation of the BIA Findings and Recommendations Report and actually start entering preliminary information. The reason is twofold. The first is that if you wait to the end of the process to start formally documenting the results, it is going to be more difficult to recall details that should be included. Second, as the report begins to evolve, there will be issues that arise where you will want to perform additional investigation while you still have time to ensure the investigation can be thoroughly performed. 

•  Develop Individual Business Unit BIA Summary Sheets — Another practical technique is to document each and every BIA interview with its own BIA Summary Sheet. This information can eventually be used directly by importing it into the BIA Findings and Recommendations Report which can also be distributed back to each particular interviewee to authenticate the results of the interview. The BIA Summary Sheet contains a summation of all the verbal information that was documented during the interview. This information will be of great value later as the BIA process evolves. 

•  Send Early Results Back to Interviewees for Confirmation — By returning the BIA Summary Sheet for each of the interviews back to the interviewee, you can continue to build consensus for the BCP project and start to ensure that any future misunderstandings regarding the results can be avoided. Sometimes you may want to get a formal sign-off, and other times the process is simply informal. 

•  We Are Not Trying to Surprise Anyone! — The purpose for diligently pursuing the formalization of the BIA interviews and returning to confirm the understandings from the interview process is to make very sure that there are no surprises later. This is especially important in large BCP projects where the BIA process takes a substantial amount of time and there is always a possibility that someone might forget what was said. 

•  Definition of Time-Critical Business Functions/Processes — As has been emphasized in this chapter, all issues should focus back to the true time-critical business processes of the organization. Allowing attention to be shifted to specific recovery scenarios too early in the BIA phase will result in confusion and lack of attention toward what is really important. 

•  Tabulation of Financial Impact Information — There can be a tremendous amount of tabular information generated through the BIA process. It should be boiled down to its essence and presented in such a way as to support the eventual conclusions of the BIA project team. It is easy to overdo it with numbers. Just ensure that the numbers do not overwhelm the reader and fairly represent the impacts. 

•  Understanding the Implications of the Operational Impact Information — Oftentimes, the weight of evidence and the basis for the recovery alternative decision is based on the operational rather that the financial information. Why? Usually the financial impacts are more difficult to accurately quantify because the precise disaster situation and the recovery circumstances are hard to visualize. We know that there will be a customer service impact because of a fire, for instance. But we would have a hard time telling you with any degree of confidence what the revenue loss impact would be for a fire that affects one particular location of the organization. Since the BIA process should provide a qualitative estimate (orders of magnitude), the basis for making the hard decisions regarding acquisition of recovery resources are, in many cases, based on the operational impact estimates rather than hard financial impact information. 

Preparing the Management Presentation
Presentation of the results of the BIA to concerned management should result in no surprises for them. If you are careful to ensure that the BIA findings are communicated and adjusted as the process has unfolded, then the management review process should really become more of a formality in most cases. The final presentation meeting with the senior management group is not the time to surface new issues and make startling results public for the first time.

In order to achieve the best results in the management presentation, the following suggestions are offered:

•  Draft Report for Review Internally First — Begin drafting the report following the initial interviews. By doing this, you will be capturing fresh information. This information will be used to build the tables, graphs, and other visual demonstrations of the results, and it will be used to record the interpretations of the results in the verbiage of the final BIA Findings and Recommendation Report. One method for accomplishing a well-constructed BIA Findings and Recommendation Report from the very beginning is to record, at the completion of each interview, the tabular information into the BIA data base or manual filing system in use to record this information. Second, the verbal information should be transcribed into a BIA Summary Sheet for each interview. This BIA Summary Sheet should be completed for each interviewee and contain the highlights of the interview in summarized form. As the BIA process continues, the BIA tabular information and the transcribed verbal information can be combined into the draft BIA Findings and Recommendations Report. The table of contents for a BIA Report may look like the following: 
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Exhibit 2.  BIA Report Table of Contents

•  Schedule Individual Senior Management Meetings as Necessary — As you near the time for the final BIA presentation, it is sometimes a good idea to conduct a series of one-on-one meetings with selected senior management representatives in order to brief them on the results and gather feedback for inclusion in the final deliverables. In addition, this is a good time to begin building grassroots support for the final recommendations that will come out of the BIA process and concurrently give you an opportunity to practice making your points and discussing the pros and cons of the recommendations. 

•  Prepare Senior Management Presentation (Bullet Point) — Our experience says that senior management level presentations, most often, are better prepared in a brief and focused manner. It will undoubtedly become necessary to present much of the background information used to make the decisions and recommendations, but the formal presentation should be in bullet point format, crisp, and to the point. Of course every organization has its own culture, so be sure to understand and comply with the traditional means of making presentations within your own environment. Copies of the report, which have been thoroughly reviewed, corrected, bound, and bundled for delivery can be distributed at the beginning or the end of the presentation depending upon circumstances. In addition, copies of the bullet point handouts can also be supplied so attendees can make notes for reference at a later time. Remember, the BIA process should end with a formalized agreement as to management’s intentions with regard to MTDs, so that business unit and support services managers can be guided accordingly. It is here that that formalized agreement should be discussed and the mechanism for acquiring and communicating it determined. 

•  Distribute Report — Once the management team has had an opportunity to review the contents of the BIA Report and have made appropriate decisions and/or given other input, the final report should be distributed within the organization to the appropriate interested individuals. 

NEXT STEPS
The BIA is completed when formalized senior management decisions have been made regarding (1) MTDs, (2) priorities for business unit and support services recovery, and (3) recovery resource funding sources. The next step is the determination of the most effective recovery alternative to be selected. The work gets a little easier here. We know what our recovery windows are, and we understand what our recovery priorities are. We now have to investigate and select recovery alternative solutions that fit the recovery window and recovery priorities expectations of the organization. Once the alternatives have been agreed upon, the actual recovery plans can be developed and tested, with organization personnel organized and trained to execute the recovery plans, when needed.

SUMMARY
The process of business continuity planning has matured substantially since the 1980s. No longer is BCP viewed as just a technological question. A practical and cost-effective approach toward planning for disruptions or disasters begins with the business impact assessment. Exhibit 3 depicts the BIA Route Map — a visual presentation of the process.
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Exhibit 3.  

The goal of the BIA is to assist the management group in identification of time-critical processes, and in recognizing their degree of reliance upon support services (i.e., IT, voice and data networks, facilities, HR, etc.). Time-critical business processes are prioritized in terms of their maximum tolerable downtime, so that senior management can make reasonable decisions as to the recovery costs and time frames that they are willing to fund and support.

This chapter has focused on how organizations can facilitate the BIA process. Understanding and applying the various methods and techniques for gathering the BIA impact information will be the key to success.

Only when senior management formalizes their decisions regarding recovery time frames and priorities can each business unit and support service manager formulate acceptable and efficient plans for recovery of operations in the event of disruption or disaster. It is for this reason that the BIA process is so important when developing efficient and cost-effective business continuity plans.

[image: image46.jpg]To do's_when doing business impact assessments:

+  Customize the BIA questionnaire

+ Focus on time-critical business functions/processes
© Assume worst case disaster
+ Assume no recovery capability exists

+  Obtain raw numbers in orders of magnitude

* Retun back for financial information (don't wait for it during the
interview)

© Go back and affirm that these same people agree with the output
+  Get a formalized decision from senior management so that precise

plans can be made by lower level managers (MTD time frames, scope
and depth of recovery procedures, etc.)

Conducting_the Interview:

+ When interviewing BU personnel, explain that you are here to get the
information you need (o help IT build their recovery plan. But the IT
recovery plan is really for the business unit’s. We are obtaining BU
input as an aid in ensuring that IT constructs the proper recovery
planning strategy.

+ Interviews last no longer that 45 minutes to 1 hour and 15 minutes.

*+ The number of interviewees at one session should be at best one, and
at worst three. More than that and the ability of the interviewer to
take notes is questionable.

+If possible, at least two personnel should be in attendance at the
interview. Each should have a blank copy of the questionnaire on
which to take notes.

+ One person should probably not perform more than four interviews
per day. This is due to the requirement to successfully document the
fesults of each interview as soon as possible and because of fatigue
factors.

+ Never become confrontational with the interviewees. There is no
reason that an interviewee should be defensive in their answers to
you unless they do not properly understand the purpose of the BIA
interview.

* Relate 1o the interviewee that their comments will be taken into
consideration and documented with the others gathered. And that
they will be requested o review, at a later date, the output from the
process for_accuracy and to provide their_concurrence.





Exhibit 4.  

Domain 4
Policy, Standards, and Organization 


As technologies evolve, the protection of resources becomes increasingly more complex. Nevertheless, information security is predominantly an organizational issue, and as such, establishing and enforcing policies and standards is critical to the successful administration of the Information Security Program.

Chapter 4-1-1 defines a comprehensive methodology for the protection of data through an information classification program. This chapter is a natural follow-on to the previous chapters on risk management, since information classification is based on business risk and data valuation. The author defines a step-by-step process which begins with establishing a policy and conducting a business impact analysis in order to identify major functional areas of information and to analyze the threats associated with each area. In addition, the chapter includes a method for establishing the multiple categories of classification and for defining the respective, required controls for each level. Further, the author encourages participation by data owners or sponsors, and on-going monitoring by the organization’s Internal Audit function.

Practitioners must be consistently aware of the threats to information security, and Chapter 4-2-1 introduces us to the insidious risks introduced by global competition and information warfare. In today’s downsizing and rightsizing environment, each individual corporation strives to stay one step ahead of the competition. The urgency created by this frenzied contention is a breeding ground for industrial and economic espionage.

The author describes the technological and human issues that organizations must deal with today, and using actual case studies, emphasizes the seriousness of the situation. Importantly, the final section of the chapter addresses how an organization can defend itself again information warfare attacks, using foundation principles of information security, i.e., individual accountability, access control and audit trails.

Chapters 4-3-1 and 4-3-2 address organizational and architectural structure, with an eye toward laying a foundation for the future of information security in order to accommodate the changing countenance of business technologies. In chapter 4-3-1, the author proposes a radical departure from the traditional mainframe-oriented security organization to one that relies heavily on support and cooperation from nonsecurity resources and contingent labor.

Chapter 4-3-2 describes the design and development of a comprehensive, enterprise-wide security architecture. The burden of ensuring that internal controls are inherent in all new systems and applications, and supporting the security administration of said systems and applications, is an overwhelming responsibility. Lacking a security blueprint which overlays the technology infrastructure, the ability to instill security at all appropriate points is a hit and miss proposition. This chapter provides an enterprise-wide design, respective tools, and a coherent management system encompassing a structured, consistent security architecture.

Finally, Chapter 4-4-1 offers an extensive recounting of the essentials of information security management, well-written, effectively communicated, information security policies and procedures.

Section 4-1
Information Classification 
Chapter 4-1-1
Information Classification: A Corporate Implementation Guide 
Jim Appleyard
INTRODUCTION
Classifying corporate information based on business risk, data value, or other criteria (as discussed later in this chapter), makes good business sense. Not all information has the same value or use, or is subject to the same risks. Therefore, protection mechanisms, recovery processes, etc. are — or should be — different, with differing costs associated with them. Data classification is intended to lower the cost of protecting data, and improve the overall quality of corporate decision making by helping ensure a higher quality of data upon which the decision makers depend.

The benefits of an enterprise-wide data classification program are realized at the corporate level, not the individual application or even departmental level. Some of the benefits to the organization are

•  Data confidentiality, integrity, and availability are improved because appropriate controls are used for all data across the enterprise. 

•  The organization gets the most for its information protection dollar because protection mechanisms are designed and implemented where they are needed most, and less costly controls can be put in place for noncritical information. 

•  The quality of decisions is improved because the quality of the data upon which the decisions are made has been improved. 

•  The company is provided with a process to review all business functions and informational requirements on a periodic basis to determine priorities and values of critical business functions and data. 

•  The implementation of an information security architecture is supported, which better positions the company for future acquisitions and/or mergers. 

This chapter will discuss the processes and techniques required to establish and maintain a corporate data classification program. There are costs associated with this process; however, most of these costs are front-end start-up costs. Once the program has been successfully implemented, the cost savings derived from the new security schemes, as well as the improved decision making, should more than offset the initial costs over the long haul, and certainly the benefits of the ongoing program outweigh the small, administrative costs associated with maintaining the data classification program.

Although not the only methodology that could be employed to develop and implement a data classification program, the one described here has been used and proved to work.

The following topics will be addressed:

•  Getting started: questions to ask 

•  Policy 

•  Business Impact Analysis 

•  Establishing classifications 

•  Defining roles and responsibilities 

•  Identifying owners 

•  Classifying information and applications 

•  Ongoing monitoring 

GETTING STARTED: QUESTIONS TO ASK
Before the actual implementation of the data classification program can begin, the Information Security Officer (ISO) — whom for the purposes of this discussion is the assumed project manager — must ask some very important questions, and get the answers.

Is there an executive sponsor for this project? — Although not absolutely essential, obtaining an executive sponsor and champion for the project could be a critical success factor. Executive backing by someone well respected in the organization who can articulate the ISO’s position to other executives and department heads will help remove barriers, and obtain much needed funding and buy-in from others across the corporation. Without an executive sponsor, the ISO will have a difficult time gaining access to executives or other influencers who can help sell the concept of data ownership and classification. 

What are you trying to protect, and from what? — The ISO should develop a threat and risk analysis matrix to determine what the threats are to corporate information, the relative risks associated with those threats, and what data or information are subject to those threats. This matrix provides input to the business impact analysis, and forms the beginning of the plans for determining the actual classifications of data, as will be discussed later in this chapter. (See Exhibit 1 for an example of Threat/Risk Analysis Table). 
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Exhibit 1.  Threat/Risk Analysis

Are there any regulatory requirements to consider? — Regulatory requirements will have an impact on any data classification scheme, if not on the classifications themselves, at least on the controls used to protect or provide access to regulated information. The ISO should be familiar with these laws and regulations, and use them as input to the business case justification for data classification, as well as input to the business impact analysis and other planning processes. 

Has the business accepted ownership responsibilities for the data? — The business, not I/T, owns the data. Decisions regarding who has what access, what classification the data should be assigned, etc. are decisions that rest solely with the business data owner. I/T provides the technology and processes to implement the decisions of the data owners, but should not be involved in the decision-making process. The executive sponsor can be a tremendous help in selling this concept to the organization. Too many organizations still rely on I/T for these types of decisions. The business manager must realize that the data are his data, not I/T’s; I/T is merely the custodian of the data. Decisions regarding access, classification, ownership, etc. resides in the business units. This concept must be sold first, if data classification is to be successful. 

Are adequate resources available to do the initial project? — Establishing the data classification processes and procedures, performing the business impact analysis, conducting training, etc. requires an up-front commitment of a team of people from across the organization if the project is to be successful. The ISO cannot and should not do it alone. Again, the executive sponsor can be of tremendous value in obtaining resources such as people and funding for this project that the ISO could not do. Establishing the processes, procedures, and tools to implement good, well-defined data classification processes takes time and dedicated people. 

POLICY
A useful tool in establishing a data classification scheme is to have a corporate policy implemented stating that the data are an asset of the corporation and must be protected. Within that same document, the policy should state that information will be classified based on data value, sensitivity, risk of loss or compromise, and legal and retention requirements. This provides the ISO the necessary authority to start the project, seek executive sponsorship, and obtain funding and other support for the effort.

If there is an Information Security Policy, these statements should be added if they are not already there. If no Information Security Policy exists, then the ISO should put the data classification project on hold, and develop an Information Security Policy for the organization. Without this policy, the ISO has no real authority or reason to pursue data classification. Information must first be recognized and treated as an asset of the company before efforts can be expended protecting it.

Assuming there is an Information Security Policy that mentions or states that data will be classified according to certain criteria, another policy — Data Management Policy — should be developed which establishes data classification as a process to protect information and defines:

•  The definitions for each of the classifications, 

•  The security criteria for each classification for both data and software, 

•  The roles and responsibilities of each group of individuals charged with implementing the policy or using the data. 

Below is a sample Information Security Policy. Note that the policy is written at a very high level and is intended to describe the “what’s” of information security. Processes, procedures, standards, and guidelines are the “how’s” or implementation of the policy.

Sample Information Security Policy 

All information, regardless of the form or format, which is created or used in support of company business activities is corporate information. Corporate information is a company asset and must be protected from its creation, through its useful life, and authorized disposal. It should be maintained in a secure, accurate, and reliable manner and be readily available for authorized use. Information will be classified based on its sensitivity, legal, and retention requirements, and type of access required by employees and other authorized personnel.

Information security is the protection of data against accidental or malicious disclosure, modification, or destruction. Information will be protected based on its value, confidentiality, and/or sensitivity to the company, and the risk of loss or compromise. At a minimum, information will be update-protected so that only authorized individuals can modify or erase the information.

The above policy is the minimum requirement to proceed with developing and implementing a data classification program. Additional policies may be required, such as an Information Management Policy which supports the Information Security Policy. The ISO should consider developing this policy, and integrating it with the Information Security Policy. This policy would:

•  Define information as an asset of the business unit, 

•  Declare local business managers as the owners of information, 

•  Establish Information Systems as the custodians of corporate information, 

•  Clearly define roles and responsibilities of those involved in the ownership and classification of information, 

•  Define the classifications and criteria that must be met for each, 

•  Determine the minimum range of controls to be established for each classification. 

By defining these elements in a separate Information Management Policy, the ground-work is established for defining a corporate information architecture, the purpose of which is to build a framework for integrating all the strategic information in the company. This architecture can be used later in the enablement of larger, more strategic corporate applications.

The supporting processes, procedures, and standards required to implement the Information Security and Information Management policies must be defined at an operational level and be as seamless as possible. These are the “mechanical” portions of the policies, and represent the day-to-day activities that must take place to implement the policies. These include but are not limited to:

•  The process to conduct a Business Impact Analysis. 

•  Procedures to classify the information, both initially after the BIA has been completed, and to change the classification later, based on business need. 

•  The process to communicate the classification to I/S in a timely manner so the controls can be applied to the data and software for that classification. 

•  The process to periodically review: 

—  Current classification to determine if it is still valid. 

—  Current access rights of individuals and/or groups who have access to a particular resource. 

—  Controls in effect for a classification to determine their effectiveness. 

—  Training requirements for new data owners. 

•  The procedures to notify custodians of any change in classification or access privileges of individuals or groups. 

The appropriate policies are required as a first step in the development of a Data Classification program. The policies provide the ISO with the necessary authority and mandate to develop and implement the program. Without it, the ISO will have an extremely difficult time obtaining the funding and necessary support to move forward. In addition to the policies, the ISO should solicit the assistance and support of both the Legal Department and Internal Audit. If a particular end-user department has some particularly sensitive data, their support would also provide some credibility to the effort.

BUSINESS IMPACT ANALYSIS
The next step in this process is to conduct a high-level business impact analysis on the major business functions within the company. Eventually this process should be carried out on all business functions, but initially it must be done on the business functions deemed most important to the organization.

A critical success factor in this effort is to obtain corporate sponsorship. An executive who supports the project, and may be willing to be the first whose area is analyzed, could help persuade others to participate, especially if the initial effort is highly successful and there is perceived value in the process.

A Study Team comprised of individuals from Information Security, Information Systems (application development and support), Business Continuity Planning, and business unit representatives should be formed to conduct the initial impact analysis. Others that may want to participate could include Internal Audit and Legal.

The Business Impact Analysis process is used by the team to:

•  Identify major functional areas of information (i.e., human resources, financial, engineering, research and development, marketing, etc.). 

•  Analyze the threats associated with each major functional area. This could be as simple as identifying the risks associated with loss of confidentiality, integrity, or availability, or get into more detail with specific threats of computer virus infections, denial of service attacks, etc. 

•  Determine the risk associated with the threat (i.e., the threat could be disclosure of sensitive information, but the risk could be low because of the number of people who have access, and the controls that are imposed on the data). 

•  Determine the effect of loss of the information asset on the business (this could be financial, regulatory impacts, safety, etc.) for specific periods of unavailability — one hour, one day, two days, one week, a month. 

•  Build a table detailing the impact of loss of the information (as shown in Exhibit 2 — Business Impact Analysis) 

•  Prepare a list of applications that directly support the business function (i.e., Human Resources could have personnel, medical, payroll files, skills inventory, employee stock purchase programs, etc.) This should be part of Exhibit 2. 
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Exhibit 2.  Business Impact Analysis

From the information gathered, the team can determine universal threats that cut across all business functional boundaries. This exercise can help place the applications in specific categories or classifications with a common set of controls to mitigate the common risks. In addition to the threats and their associated risks, sensitivity of the information, ease of recovery, and criticality must be considered when determining the classification of the information.

ESTABLISH CLASSIFICATIONS
Once all the risk assessment and classification criteria has been gathered and analyzed, the team must determine how many classifications are necessary and create the classification definitions, determine the controls necessary for each classification for the information and software, and begin to develop the roles and responsibilities for those who will be involved in the process. Relevant factors, including regulatory requirements, must be considered when establishing the classifications.

Too many classifications will be impractical to implement, most certainly will be confusing to the data owners and meet with resistance. The team must resist the urge for special cases to have their own data classifications. The danger is that too much granularity will cause the process to collapse under its own weight. It will be difficult to administer and costly to maintain.

On the other hand, too few classes could be perceived as not worth the administrative trouble to develop, implement, and maintain. A perception may be created that there is no value in the process, and indeed the critics may be right.

Each classification must have easily identifiable characteristics. There should be little or no overlap between the classes. The classifications should address how information and software are handled from their creation, through authorized disposal. See Exhibit 3, Information/Software Classification Criteria.
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Exhibit 3.  Information/Software Classification Criteria

Following is a sample of classification definitions that have been used in many organizations:

•  Public — Information, that if disclosed outside the company, would not harm the organization, its employees, customers, or business partners. 

•  Internal Use Only — Information that is not sensitive to disclosure within the organization, but could harm the company if disclosed externally. 

•  Company Confidential — Sensitive information that requires “need to know” before access is given. 

It is important to note that controls must be designed and implemented for both the information and software. It is not sufficient to classify and control the information alone. The software, and possibly the hardware on which the information and/or software resides, must also have proportionate controls for each classification the software manipulates. Below is a set of minimum controls for both information and software that should be considered.

Information — Minimum Controls
Encryption — Data is encrypted with an encryption key so that the data is “scrambled”. When the data are processed or viewed, the data must be decrypted with the same key used to encrypt the data. The encryption key must be kept secure and known only to those who are authorized to have access to the data. Public/private key algorithms could be considered for maximum security and ease of use. 

Review and approve — A procedural control, the intent of which is to ensure that any change to the data is reviewed by someone technically knowledgeable to perform the task. The review and approval should be done by an authorized individual other than the person who developed the change. 

Backup and recovery — Depending on the criticality of the data and ease of recovery, plans should be developed and periodically tested to ensure the data are backed up properly, and can be fully recovered. 

Separation of duties — The intent of this control is to help ensure that no single person has total control over the data entry and validation process, which would enable someone to enter or conceal an error which is intended to defraud the organization or commit other harmful acts. An example would be not allowing the same individual to establish vendors to an Authorized Vendor File, then also be capable of authorizing payments to a vendor. 

Universal access: none — No one has access to the data unless given specific authority to read, update, etc. This type of control is generally provided by security access control software. 

Universal access: read — Everyone with access to the system can read data with the control applied; however, update authority must be granted to specific individuals, programs, or transactions. This type of control is provided by access control software. 

Universal access: update — Anyone with access to the system can update the data, but specific authority must be granted to delete the data. This control is provided by access control software. 

Universal access: alter Anyone with access to the system can view, update, or delete the data. This is virtually no security. 

Security access control software — This software allows the administrator to establish security rules as to who has access rights to protected resources. Resources can include data, programs, transactions, individual computer IDs, and terminal IDs. Access control software can be set up to allow access by classes of users to classes of resources, or at any level of granularity required to any particular resource or group of resources. 

Software — Minimum Controls
Review and approve — The intent of this control is that any change to the software be reviewed by someone technically knowledgeable to perform this task. The review and approval should be an authorized individual other than the person who developed the change. 

Review and approve test plan and results — A test plan would be prepared, approved, documented, and followed. 

Backup and recovery — Procedures should be developed and periodically tested to ensure backups of the software are performed in such a manner that the most recent production version is recoverable within a reasonable amount of time. 

Audit/history — Information documenting the software change such as the work request detailing the work to be performed, test plans, test results, corrective actions, approvals, who performed the work, and other pertinent documentation required by the business. 

Version and configuration control Refers to maintaining control over the versions of software checked out for update, being loaded to staging or production libraries, etc. This would include the monitoring of error reports associated with this activity and taking appropriate corrective action. 

Periodic testing — Involves taking a test case and periodically running the system with known data which have predictable results. The intent is to ensure the system still performs as expected, and does not produce results that are inconsistent with the test case data. These tests could be conducted at random or on a regular schedule. 

Random checking — Production checking of defined data and results. 

Separation of duties — This procedural control is intended to meet certain regulatory and audit system requirements by helping ensure that one single individual does not have total control over a programming process without appropriate review points or requiring other individuals to perform certain tasks within the process prior to final user acceptance. For example, someone other than the original developer would be responsible for loading the program to the production environment from a staging library. 

Access control of software — In some applications, the coding techniques and other information contained within the program are sensitive to disclosure, or unauthorized access could have economic impact. Therefore, the source code must be protected from unauthorized access. 

Virus checking — All software destined for a PC platform, regardless of source, should be scanned by an authorized virus-scanning program for computer viruses before it is loaded into production on the PC or placed on a file server for distribution. Some applications would have periodic testing as part of a software quality assurance plan. 

DEFINING ROLES and RESPONSIBILITIES
To have an effective Information Classification program, roles and responsibilities of all participants must be clearly defined. An appropriate training program, developed and implemented, is an essential part of the program. The Study Team identified to conduct the Business Impact Analysis is a good starting point to develop these roles and responsibilities and identify training requirements. However, it should be noted that some members of the original team such as Legal, Internal Audit, or Business Continuity Planning, most likely will not be interested in this phase. They should be replaced with representatives from the corporate organizational effectiveness group, training, and possibly corporate communications.

Not all of the roles defined in the sections which follow are applicable for all information classification schemes and many of the roles can be performed by the same individual. The key to this exercise is to identify which of the roles defined is appropriate for your particular organization; again, keeping in mind that an individual may perform more than one of these when the process is fully functional. 

Information owner — Business executive or business manager who is responsible for a company business information asset. Responsibilities include, but are not limited to: 

•  Assign initial information classification and periodically review the classification to ensure it still meets the business needs. 

•  Ensure security controls are in place commensurate with the classification. 

•  Review and ensure currency of the access rights associated with information assets they own. 

•  Determine security requirements, access criteria, and backup requirements for the information assets they own. 

•  Perform or delegate, if desired, the following: 

—  Approval authority for access requests from other business units or assign a delegate in the same business unit as the executive or manager owner. 

—  Backup and recovery duties or assign to the Custodian. 

—  Approval of the disclosure of information act on notifications received concerning security violations against their information assets. 

Information custodian — The information custodian, usually an information systems person, is the delegate of the Information Owner with primary responsibilities dealing with backup and recovery of the business information. Responsibilities include the following: 

•  Perform backups according to the backup requirements established by the Information Owner. 

•  When necessary, restore lost or corrupted information from backup media to return the application to production status. 

•  Perform related tape and DASD management functions as required to ensure availability of the information to the business. 

•  Ensure record retention requirements are met based on the Information Owner’s analysis. 

Application owner — Manager of the business unit who is fully accountable for the performance of the business function served by the application. Responsibilities include the following: 

•  Establish user access criteria and availability requirements for their applications. 

•  Ensure the security controls associated with the application are commensurate to support the highest level of information classification used by the application. 

•  Perform or delegate the following: 

—  Day-to-day security administration. 

—  Approval of exception access requests. 

—  Appropriate actions on security violations when notified by security administration. 

—  The review and approval of all changes to the application prior to being placed into the production environment. 

—  Verification of the currency of user access rights to the application. 

User manager — The immediate manager or supervisor of an employee. They have ultimate responsibility for all user IDs and information assets owned by company employees. In the case of nonemployee individuals such as contractors, consultants, etc. this manager is responsible for the activity and for the company assets used by these individuals. This is usually the manager responsible for hiring the outside party. Responsibilities include the following: 

•  Inform security administration of the termination of any employee so that the user ID owned by that individual can be revoked, suspended or made inaccessible in a timely manner. 

•  Inform security administration of the transfer of any employee if the transfer involves the change of access rights or privileges. 

•  Report any security incident or suspected incident to Information Security. 

•  Ensure the currency of user ID information such as the employee identification number and account information of the user ID owner. 

•  Receive and distribute initial passwords for newly created user IDs based on the manager’s discretionary approval of the user having the user ID. 

•  Educate employees with regard to security policies, procedures, and standards to which they are accountable. 

Security administrator — Any company employee who owns a user ID which has been assigned attributes or privileges which are associated with access control systems, such as ACF2, Top Secret, or RACF. This user ID allows them to set system-wide security controls or administer user IDs and information resource access rights. These security administrators may report to either a business division or Information Security within Information Systems. Responsibilities include the following: 

•  Understanding the different data environments and the impact of granting access to them. 

•  Ensuring access requests are consistent with the information directions and security guidelines. 

•  Administering access rights according to criteria established by the Information Owners. 

•  Creating and removing user IDs as directed by the User Manager. 

•  Administering the system within the scope of their job description and functional responsibilities. 

•  Distributing and following up on security violation reports. 

•  Sending passwords of newly created user IDs to the manager of the user ID owner only. 

Security analyst — Person responsible for determining the data security directions (strategies, procedures, guidelines) to ensure information is controlled and secured based on its value, risk of loss or compromise, and ease of recoverability. Duties include the following: 

•  Provide data security guidelines to the information management process. 

•  Develop basic understanding of the information to ensure proper controls are implemented. 

•  Provide data security design input, consulting and review. 

Change control analyst — Person responsible for analyzing requested changes to the I/T infrastructure and determining the impact on applications. This function also analyzes the impact to the data bases, data-related tools, application code, etc.

Data analyst — This person analyzes the business requirements to design the data structures and recommends data definition standards and physical platforms, and is responsible for applying certain data management standards. Responsibilities include the following: 

•  Designing data structures to meet business needs. 

•  Designing physical data base structure. 

•  Creating and maintaining logical data models based on business requirements. 

•  Providing technical assistance to data owner in developing data architectures. 

•  Recording meta data in the data library. 

•  Creating, maintaining, and using meta data to effectively manage data base deployment. 

Solution Provider — Person who participates in the solution (application) development and delivery processes in deploying business solutions; also referred to as an integrator, application provider/programmer, I/T provider. Duties include the following: 

•  Working with the data analyst to ensure the application and data will work together to meet the business requirements. 

•  Giving technical requirements to the Data Analyst to ensure performance and reporting requirements are met. 

End user — Any employees, contractors, or vendors of the company who use information systems resources as part of their job. Responsibilities include: 

•  Maintaining confidentiality of log-on password(s). 

•  Ensuring security of information entrusted to their care. 

•  Using company business assets and information resources for management approved purposes only. 

•  Adhering to all information security policies, procedures, standards, and guidelines. 

•  Promptly reporting security incidents to management. 

Process owner — This person is responsible for the management, implementation, and continuous improvement of a process that has been defined to meet a business need. This person: 

•  Ensures data requirements are defined to support the business process. 

•  Understands how the quality and availability affect the overall effectiveness of the process. 

•  Works with the data owners to define and champion the data quality program for data within the process. 

•  Resolves data-related issues that span applications within the business processes. 

Product line manager — Person responsible for understanding business requirements and translating them into product requirements, working with the vendor/user area to ensure the product meets requirements, monitoring new releases, and working with the stakeholders when movement to a new release is required. This person: 

•  Ensures new releases of software are evaluated and upgrades are planned for and properly implemented. 

•  Ensures compliance with software license agreements. 

•  Monitors performance of production against business expectations. 

•  Analyzes product usage, trends, options, and competitive sourcing, etc. to identify actions needed to meet project demands of the product. 

IDENTIFYING OWNERS
The steps previously defined are required to establish the information classification infrastructure. With the classifications and their definitions defined, and roles and responsibilities of the participants articulated, it is time to execute the plan and begin the process of identifying the information owners. As stated previously, the information owners must be from the business units. It is the business unit that will be most greatly affected if the information becomes lost or corrupted; the data exist solely to satisfy a business requirement. The following criteria must be considered when identifying the proper owner for business data: 

•  Must be from the business; data ownership is not an I/T responsibility. 

•  Senior management support is a key success factor. 

•  Data owners must be given (through policy, perhaps) the necessary authority commensurate with their responsibilities and accountabilities. 

•  For some business functions, a multi-level approach may be necessary. 

A phased approach will most likely meet with less resistance than trying to identify all owners and classify all information at the same time. The Study Team formed to develop the roles and responsibilities should also develop the initial implementation plan. This plan should consider using a phased approach — first identifying from the risk assessment data those applications that are critical or most important by orders of magnitude to the corporation (such as time-critical business functions first, etc.). Owners for these applications are more easily identified and probably are sensitized to the mission criticality of their information. Other owners and information can be identified later by business functions throughout the organization.

A training program must also be developed and be ready to implement as the information owners and their delegates are named. Any tools such as spreadsheets for recording application and information ownership and classification and reporting mechanisms should be developed ahead of time for use by the information owners. Once the owners have been identified, training should be commenced immediately so that it is delivered at the time it is needed.

CLASSIFY INFORMATION and APPLICATIONS
The information owners, after completing their training, should begin collecting the meta data about their business functions and applications. A formal data collection process should be used to ensure a consistency in the methods and types of information gathered. This information should be stored in a central repository for future reference and analysis. Once the information has been collected, the information owners should review the definitions for the information classifications, and classify their data according to that criteria. The owners can use the following information in determining the appropriate controls for the classification:

•  Audit information maintained; how much and where it is, and what controls are imposed on the audit data. 

•  Separation of duties required, yes or no. If yes, how is it performed. 

•  Encryption requirements. 

•  Data protection mechanisms; and access controls defined based on classification, sensitivity, etc. 

•  Universal access control assigned. 

•  Backup and recovery processes documented. 

•  Change control and review processes documented. 

•  Confidence level in data accuracy. 

•  Data retention requirements defined. 

•  Location of documentation. 

The following application controls are required to complement the data controls, but care should be taken to ensure all controls (both data and software) are commensurate with the information classification and value of the information:

•  Audit controls in place. 

•  Develop and approve test plans. 

•  Separation of duties practiced. 

•  Change management processes in place. 

•  Code tested, verified for accuracy. 

•  Access control for code in place. 

•  Version controls for code implemented. 

•  Backup and recovery processes in place. 

ONGOING MONITORING
Once the information processes have been implemented and data classified, the ongoing monitoring processes should be implemented. The internal audit department should lead this effort to ensure compliance with policy and established procedures. Information Security, working with selected information owners, Legal, and other interested parties, should periodically review the information classifications themselves to ensure they still meet business requirements.

The information owners should periodically review the data to ensure they are still appropriately classified. Also, access rights of individuals should be periodically reviewed to ensure these rights are still appropriate for the job requirements. The controls associated with each classification should also be reviewed to ensure they are still appropriate for the classification they define.

SUMMARY
Information and software classification is necessary to better manage information. If implemented correctly, classification can reduce the cost of protecting information because in today’s environment, the “one size fits all” will no longer work within the complexity of most corporation’s heterogeneous platforms that make up the I/T infrastructure. Information classification enhances the probability that controls will be placed on the data where they are needed the most, and not applied where they are not needed.

Classification security schemes enhance the usability of data by ensuring the confidentiality, integrity, and availability of information. By implementing a corporate-wide information classification program, good business practices are enhanced by providing a secure, cost-effective data platform which supports the company’s business objectives. The key to the successful implementation of the information classification process is senior management support. The corporate information security policy should lay the groundwork for the classification process, and be the first step in obtaining management support and buy-in.
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Although the Cold War has ended, it has been replaced by new wars. These wars involve the use of technology as a tool to assist in conducting information warfare. It encompasses electronic warfare, techno-terrorist activities, and economic espionage. The term “information warfare” is being referred to as the twenty-first century method of waging war. The U.S., among other countries, is in the process of developing cyberspace weapons.

These threats will challenge the information security professional. The threats from the teenage hacker, company employee, and phreakers are nothing compared with what may come in the future. The information warfare warriors, with Ph.D.s in computer science backed by millions of dollars from foreign governments, will be conducting sophisticated attacks against U.S. company and government systems.

THE CHANGING WORLD AND TECHNOLOGY
The world is rapidly changing and, as the twenty-first century approaches, the majority of the nations of the world are entering the information age as described by Alvin and Heidi Toffler. As they discussed in several of their publications, nations have gone or are going through three waves or periods:

•  The agricultural period, which according to the Tofflers ran from the time of humans to about 1745. 

•  The industrial period, which ran from approximately 1745 to the mid-1900s. 

•  The information period, which began in 1955 (the first time that white-collar workers outnumbered blue collar workers) to the present. 

Because of the proliferation of technologies, some nations, such as, Taiwan and Indonesia, appear to have gone from the agricultural period almost directly into the information period. The U.S., as the information technology leader of the world, it is the most information systems-dependent country in the world and, thus, the most vulnerable.

What is meant by technology? Technology is basically defined as computers and telecommunications systems. Most of today’s telecommunications systems are computers. Thus, the words telecommunications, technology, and computers are sometimes synonymous.

Today, because of the microprocessor, its availability, power, and low cost, the world is building the Global Information Infrastructure (GII). GII is the massive international connections of world computers that will carry business and personal communications, as well as those of the social and government sectors of nations. Some contend that it could connect entire cultures, erase international borders, support cyber-economies, establish new markets, and change the entire concept of international relations.

The U.S. Army recently graduated its first class of information warfare hackers to prepare for this new type of war. The U.S. Air Force, Army, and Navy have established information warfare (IW) centers. Military information war games are now being conducted to prepare for such contingencies.

INFORMATION AGE WARFARE AND INFORMATION WARFARE
Information warfare (IW) is the term being used to define the concept of twenty-first century warfare, which will be electronic and information systems driven. Because it is still evolving, its definition and budgets are unclear and dynamic. 

Government agencies and bureaus within the Department of Defense all seem to have somewhat different definitions of IW. Not surprisingly, these agencies define IW in terms of strictly military actions; however, that does not mean that the targets are strictly military targets.

Information warfare, as defined by the Defense Information Systems Agency (DISA) is “actions taken to achieve information superiority in support of national military strategy by affecting adversary information and information systems while leveraging and protecting our information and information systems.” This definition seems to apply to all government agencies.

The government’s definition of IW can be divided into three general categories: offensive, defensive, and exploitation. For example:

•  Deny, corrupt, destroy, or exploit an adversary’s information or influence the adversary’s perception (i.e, offensive). 

•  Safeguard the nation and allies from similar actions (i.e., defensive), also known as IW hardening. 

•  Exploit available information in a timely fashion to enhance the nation’s decision or action cycle and disrupt the adversary’s cycle (i.e., exploitative). 

In addition, the military looks at IW as including electronic warfare (e.g., jamming communications links); surveillance systems, precision strike (e.g., if a telecommunications switching system is bombed, it is IW); and advanced battlefield management (e.g., using information and information systems to provide information on which to base military decisions when prosecuting a war).

This may be confusing, but many, including those in the business sector, believe that the term information warfare goes far beyond the military-oriented definition. Some, such as Winn Schwartau, author and lecturer, have a broader definition of IW and that includes such things as hackers attacking business systems, governments attacking businesses, even hackers attacking other hackers. He divides IW into three categories, but from a different perspective. He believes that IW should be looked at by using these categories: 

•  Level 1: Interpersonal Damage. This is damage to individuals, which includes anything from harassment, privacy loss, and theft of personal information, for example. 

•  Level 2: Intercorporate Damage. This is attacks on businesses and government agencies, which includes such things as theft of computer services and theft of information for industrial espionage. 

•  Level 3: International and Intertrading Block Damage. This relates to the destabilization of societies and economies, which includes terrorist attacks and economic espionage. 

There seems to be more of the traditional, business-oriented look at what many call computer or high-tech crimes. By using the traditional government view of information warfare, the case can be made for Level 2 and Level 3 coming closest to the government’s (i.e., primarily the Department of Defense) view of information warfare.

Then, there are those who tend to either separate or combine the term information warfare and information age warfare. To differentiate between these two terms is not that difficult. By using the Tofflers’ thoughts about the three waves as a guide, as previously discussed information age warfare can be defined as warfare fought in the information age, with information age computer-based weapons systems, primarily dominated by the use of electronic and information systems. It is not this author’s intent to establish an all-encompassing definition of IW, but only to identify it as an issue to consider when discussing information and information age warfare. Further, those information systems security professionals within the government, and particularly those in the Department of Defense, will probably use any definition as it relates to military actions.

Those information systems security professionals within the private business sector (assuming that they were interested in using the term information warfare) would probably align themselves closer to Mr. Schwartau’s definition. Those information systems security professionals within the private sector who agree with the government’s definition would probably continue to use the computer crime terminology in lieu of Mr. Schwartau’s definition.

The question arises if information warfare is something that the nongovernment business-oriented information systems security professional should be concerned about. Each information systems security professional must be the judge of that based on his or her working environment and also on how he or she see things from a professional viewpoint. Regardless, information warfare will grow in importance as a factor to consider, much as viruses, hackers, and other current threats must be considered.

The discussion of information warfare can be divided into three primary topics:

•  Military-oriented war. 

•  Economic espionage. 

•  Technology-oriented terrorism (i.e., techno-terrorism). 

MILITARY-ORIENTED WAR
The military technology revolution is just beginning. In the U.S., the military no longer drives technology as it once did in the 1930s through the 1970s. The primary benefactor of early technology was the government, primarily the Department of Defense (DoD), which in those early days of technology (e.g., ENIAC) the DoD had funding and the biggest need for technology. This was the time of both hot wars and the Cold War. The secondary benefactor was NASA (e.g., space exploration).

Between these government agencies, and to a lesser extent others, hardware and software products were developed with a derivative benefit to the private, commercial, and business sector. After all, these were expensive developments and only the government could afford to fund such research and development efforts. Today, the government has taken a back seat to the private sector. As hardware and software became cheaper, it became more cost effective for private ventures into technology research, development, and production. Now, technology is being business driven. Computers, microprocessors, telecommunications, satellites, faxes, video, software, networks, the Internet, and multimedia are just some of the technologies that are driving the information period. In the U.S., more than 95% of military communications are conducted over commercial systems.

In the next century, an increased use of technology will be used to fight wars. Stealth, surveillance, distance, and precision strike will be key concepts. As information age nations rely more and more on technology and information, these systems will obviously become the targets during information warfare.

The information warfare techniques are necessary due, in part, to economics. Every economics student learns about the “guns or butter” theory. It is believed that society cannot afford to adequately fund those programs that support society, while at the same time provide for a strong military structure. As the world continues to increase competitively the resources, for example, funding for expensive weapons systems, are competing with the resources needed to support society and the economic competition, which can also be considered as a type of warfare. Thus, commercial off-the-shelf (COTS), cheap, and secure weapons are being demanded.

Another important factor forcing the use of information warfare as a type of warfare is that the majority of civilized nations, because of world communications systems, can witness the death and destruction associated with warfare. They demand an end to such death and destruction. Casualties are not politically acceptable. Furthermore, as in the case of the U.S., why should a country continue to be destroyed and, then after peace is restored, spend billions of dollars to rebuild what had been destroyed? In information warfare, the death and destruction will be minimized, with information and information systems primarily being the target for destruction.

This new environment will cause these changes:

•  Large armies will convert to smaller armies. 

•  More firepower will be employed from greater distances. 

•  Ground forces will only be used to identify targets and assess damages. 

•  A blurring of air, sea, and land warfare will occur. 

•  E-mail and other long-range smart information systems weapons will be available. 

•  Smaller and stealthier ships will be deployed. 

•  Pilotless drones will replace piloted aircraft. 

•  Less logistical support will be required. 

•  More targeting intelligence will be available. 

•  Information will be relayed direct from sensor to shooter. 

•  Satellite transmissions will be direct to soldier, pilot, or weapon. 

•  Military middle-management staff will be eliminated. 

•  Field commanders will access information directly from drones, satellites, or headquarters on the other side of the world. 

•  Friend or foe will be immediately recognized. 

Technology, Menu-Driven Warfare
Technology is available that can build a menu-driven system, with data bases to allow the IW commanders and warriors to “point and click” to attack the enemy. For example, an information weapons system could provide these menu-driven computerized responses:

•  Select a nation. 

•  Identify objectives. 

•  Identify technology targets. 

•  Identify communications systems. 

•  Identify weapons. 

•  Implement. 

The weapons can be categorized as attack, protect, exploit, and support systems. For example:

•  IW-Network Analyses (Exploit). Defined as the ability to covertly analyze networks of the adversaries to prepare for their penetration to steal their information and shut them down. 

•  Crypto (Exploit and Protect). Defined as the encrypting of U.S. and allies’ information so that it is not readable by those who do not have a need to know; the decrypting of the information of adversaries is to be exploited for the prosecution of information warfare. 

•  Sensor Signal Parasite (Attack). Defined as the ability to attach malicious code (e.g., virus, worms) and transmit that signal to the adversary to damage, destroy, exploit, or deceive the adversary. 

•  Internet-Based Hunter Killers (Attack). Defined as a software product that will search the Internet, identify adversaries’ nodes, deny them the use of those nodes, inject disinformation, worms, viruses, or other malicious codes. 

•  IW Support Services (Services). Defined as those services to support the preceding or to provide for any other applicable services, including consultations with customers to support their information warfare needs. These services may include modeling, simulations, training, testing, and evaluations. 

Some techniques that can be considered in prosecuting information warfare include:

•  Initiate virus attacks on enemy systems. 

•  Intercept telecommunications transmissions and implant code to dump enemy data bases. 

•  Attach a worm to enemies’ radar signal to destroy the computer network. 

•  Intercept television and radio signals and modify their content. 

•  Misdirect radar and content. 

•  Provide disinformation, such as bushes that look like tanks and trees that look like soldiers. 

•  Information overload enemy computers. 

•  Penetrate enemies’ GII nodes to steal or manipulate information. 

•  Modify maintenance systems information. 

•  Modify logistics systems information. 

ECONOMIC ESPIONAGE: A FORM OF INFORMATION WARFARE
In looking at rapid technology-oriented growth, there are nations of haves and have-nots. There are also corporations that conduct business internationally and those that want to. The international economic competition and trade wars are increasing. Corporations are finding increased competition and looking for the competitive edge or advantage.

One way to gain the advantage or edge is through industrial and economic espionage. Both forms of espionage have been around since there has been competition. However, in this information age the competitiveness is more time-dependent, more crucial to success, and has increased dramatically, largely due to technology. Thus, there is an increased use of technology to steal that competitive advantage and, ironically, these same technology tools are also what is being stolen. In addition, more sensitive information is consolidated in large data bases on internationally networked systems whose security is questionable.

Definitions of Industrial and Economic Espionage
Industrial espionage is defined as an individual or private business entity sponsorship or coordination of intelligence activity conducted for the purpose of enhancing a competitor’s advantage in the marketplace. According to the FBI, economic espionage is defined as: “Government-directed, sponsored, or coordinated intelligence activity, which may or may not constitute violations of law, conducted for the purpose of enhancing that country’s or another country’s economic competitiveness.”

Economics, World Trade, and Technologies
What has allowed this proliferation of technologies to occur? Much of it was due to international business relationships among nations and companies. Some of it was due to industrial and economic espionage.

The information age has brought with it more international businesses, more international competitors, and more international businesses working joint projects against international competitors. This has resulted in more opportunities to steal from partners. Moreover, one may be a business partner on one contract while competing on another; thus, providing the opportunity to steal vital economic information. Furthermore, the world power of a country, today, is largely determined by its economic power. Thus, in reality, worldwide business competition is viewed by many as the economic war. This world competition, coupled with international networks and telecommunications links, has provided more opportunities for more people such as hackers, phreakers, and crackers to steal information through these networks. The end of the Cold War has also made many out-of-work spies available to continue to practice their craft, but in a capitalistic environment.

Proprietary Economic Information
This new world environment makes a corporation’s proprietary information more valuable than previously. Proprietary economic information according to the FBI is “...all forms and types of financial, scientific, technical, economic, or engineering information including but not limited to data, plans, tools, mechanisms, compounds, formulas, designs, prototypes, processes, procedures, programs, codes, or commercial strategies, whether tangible, or intangible... and whether stored, compiled, or memorialized physically, electronically, graphically, photographically, or in writing...”. This statement assumes that the owner takes reasonable measures to protect it, and that it is not available to the general public.

A security association’s survey taken among 32 corporations disclosed that proprietary information had been stolen from their corporations. These thefts included research, proposals, plans, manufacturing information, pricing, and product information. The costs to these corporations were substantially in terms of legal costs, product loss, administrative costs, lost market share, security cost increases, research and development costs, and loss of corporate image in the eyes of the public.

Economic Espionage Vulnerabilities
The increase in economic espionage is also largely due to corporate vulnerabilities to such threats. Corporations do not adequately identify and protect their information, nor do they adequately protect their computer and telecommunications systems. They do not have adequate security policies and procedures; employees are not aware of their responsibilities to protect their corporation’s proprietary information. Many of the employees and also the management of these corporations do not believe that they have any information worth stealing or believe that it could happen to them.

Economic Espionage Risks
When corporations fail to adequately protect their information they are taking risks that will in all probability cause them to lose market share, profits, business, and also help in weakening the economic power of their country.

These are some actual cases of economic espionage:

•  A foreign government intelligence service compiled secret dossiers of proprietary proposals of two companies from two other countries. Then, they gave that information to one of their country’s companies, also bidding on the same contract. Their country’s company won a billion dollar contract. 

•  A company contracted with a foreign government for a product. After disagreements, the government gave the proprietary information to one of their own companies. 

•  Foreign businessmen were arrested in a government agent sting operation for stealing proprietary information from their competitor. 

•  An employee of a U.S. microprocessor corporation admitted selling technology information from two companies where he had been employed. The information was alleged to have been sold to China, Iran, and Cuba. 

•  A foreign company, which could be a foreign government-fronted company, buys into a contract at a bid below its costs. They used the opportunity to steal technology information to be used by their country. 

How Safe Are We?
According to the International Trade Commission, the loss to U.S. industries due to economic espionage in 1987 was $23.8 billion and in 1989 was $40 billion. Today, these losses are projected to be over $70 billion. During the same time, the American Society for Industrial Security found that U.S. companies only spent an average of $15,000 per year to protect their proprietary information.

It was determined by one survey that only 21% of the attempted or actual thefts of proprietary information occurred in overseas locations, indicating that major threats are U.S. based. A CIA survey found that 80% of one country’s intelligence assets are directed towards gathering information on the U.S. and to a lesser degree towards Europe. The FBI indicates that of 173 nations, 57 were actively running operations targeting U.S. companies and over 100 countries spent some portion of their funds targeting U.S. technologies. It was determined that current and former employees, suppliers, and customers are said to be responsible for over 70% of proprietary information losses. No one knows how much of those losses are due to foreign government-sponsored attacks.

Economic Espionage Threats
Economic espionage — that espionage supported by a government to further a business — is becoming more prevalent, more sophisticated, and easier to conduct due to technology. Business and government share a responsibility to protect information in this information age of international business competition.

Businesses must identify what needs protection; determine the risks to their information, processes, and products; and develop, implement, and maintain a cost-effective security program. Government agencies must understand that what national and international businesses do affects their country. They must define and understand their responsibilities to defend against such threats, and they must formulate and implement plans that will assist their nation in the protection of its economy. Both business and government must work together, because only through understanding, communicating, and cooperating will they be able to assist their country in the world economic competition.

It is quite obvious from the preceding discussion that when it comes to economic espionage, a new form of information warfare, the information systems security professional must play an active role in the economic information protection efforts. These efforts will help protect U.S. companies or government agencies and will enhance the U.S.’s ability to compete in the world economy.

TERRORISTS AND TECHNOLOGY (TECHNO-TERRORISTS): A FORM OF INFORMATION WARFARE
The twenty-first century will bring an increased use of technology by terrorists. Terrorism is basically the use of terror or violence, or the use of violent and terrifying actions for political purposes by a government to intimidate the population or by an insurgent group to oppose the government in power. The FBI defines terrorism as: “...the unlawful use of force or violence against persons or property to intimidate or coerce a government, the civilian population, or any segment thereof, in furtherance of political or social objectives.”

The CIA defines international terrorism as: “...terrorism conducted with the support of foreign governments or organizations and/or directed against foreign nations, institutions, or governments.” The Departments of State and Defense define terrorism as: “...premeditated, politically motivated violence perpetrated against a non-combatant target by sub-national groups or clandestine state agents, usually intended to influence an audience. International terrorism is terrorism involving the citizens or territory of more than one country.” Therefore, a terrorist is anyone who causes intense fear and who controls, dominates, or coerces through the use of terror.

Why Are Terrorist Methods Used?
Terrorists generally use terrorism when those in power do not listen, when there is no redress of grievances, or when individuals or groups oppose current policy. Terrorists find that there is usually no other recourse available. A government may want to use terrorism to expand its territory or influence another country’s government.

What Is a Terrorist Act?
In general, it is what the government in power says it is. Some of the questions that arise when discussing terrorism are

•  What is the difference between a terrorist and a freedom fighter? 

•  Does “moral rightness” excuse violent acts? 

•  Does the cause justify the means? 

The Results of Terrorist Actions
Acts of terrorism tend to increase security efforts. It may cause the government to decrease the freedom of its citizens to protect them. This, in turn, may cause more citizens to turn against the government, thus supporting the terrorists. It also causes citizens to become aware of the terrorists and their demands.

The beginning of this trend can be seen in the U.S. Americans are willing to give up some of their freedom and privacy to have more security and personal protection. Examples include increased airport security searches and questioning of passengers.

Terrorists cause death, damage, and destruction as a means to an end. Sometimes, it may cause a government to listen, and it may also cause social and political changes. Current terrorist targets have included transportation systems, citizens, buildings, and government officials.

Terrorists’ Technology Threats
Today’s terrorists are using technology to communicate and to commit crimes to fund their activities. They are also beginning to look at the potential for using technology in the form of information warfare against their enemies. It is estimated that this use will increase in the future.

Because today’s technology-oriented countries rely on vulnerable computers and telecommunications systems to support their commercial and government operations, it is becoming a concern to businesses and government agencies throughout the world. The advantage to the terrorist of attacking these systems is that the techno-terrorist acts can be done with little expense by a few people and yet cause a great deal of damage to the economy of a country. They can conduct such activities with little risk to themselves, because these systems can be attacked and destroyed from a base in a country that is friendly to them. In addition, they can do so with no loss of life; thus not causing the extreme backlash against them as would occur had they destroyed buildings, causing much loss of life.

These are some actual and potential techno-terrorist actions:

•  Terrorists, using a computer, penetrate a control tower computer system and send false signals to aircraft, causing them to crash in mid-air or fall to the ground. 

•  Terrorists use fraudulent credit cards to finance their operations. 

•  Terrorists penetrate a financial computer system and divert millions of dollars to finance their activities. 

•  Terrorists bleach $1 bills and, by using a color copier, reproduce them as $100 bills and flood the market with them to destabilize the dollar. 

•  Terrorists use cloned cellular phones and computers over the Internet to communicate, using encryption to protect their transmissions. 

•  Terrorists use virus and worm programs to shut down vital government computer systems. 

•  Terrorists change hospital records, causing patients to die because of an overdose of medicine or the wrong medicine. They may also change computerized tests and alter the results. 

•  Terrorists penetrate a government computer and causes it to issue checks to all its citizens. 

•  Terrorists destroy critical government computer systems processing tax returns. 

•  Terrorists penetrate computerized train routing systems, causing passenger trains to collide. 

•  Terrorists take over telecommunications links or shut them down. 

•  Terrorists take over satellite links to broadcast their messages over televisions and radios. 

Some may wonder if techno-terrorist activities can actually be considered as information warfare. Most IW professionals believe that techno-terrorism is part of IW, assuming that the attacks are government sponsored and that the attacks are done in support of a foreign government’s objectives.

DEFENDING AGAINST INFORMATION WARFARE ATTACKS
To defend against information warfare attacks, the information systems security professional must be aggressive and proactive. Now, as in the past, the basic triad of information security processes are usually installed:

•  Individual accountability. 

•  Access control. 

•  Audit trail systems.

This passive defense kept the honest user honest, but did not do much to stop the more computer-literate user such as the hacker, cracker, or phreaker. Management support was not always available unless something went wrong. Then, management became concerned with information systems security — albeit only until the crisis was over. This passive approach, supported by short-lived proactive efforts, was and continues to be “how information security is done.”

With the advent and concerns associated with information warfare, government agencies, businesses, and the U.S. in general can no longer afford to take such a passive approach. As a profession, the possibility of an information systems Pearl Harbor is discussed. Most of the time, this is dismissed as rhetoric, and that security people are trying to justify their budgets. This approach will no longer work, and security professionals would be remiss in their responsibilities if they did not start looking at how to “information warfare-harden” (IW-H) computerized systems. IW-H means to provide a defensive shield — an early warning countermeasures system to protect government and business information infrastructures in the event of IW attacks.

Attacking a Commercial Target May Be a Prelude to War
In a time of war, would government systems be the primary target? A new age in warfare, commonly known as the Revolution in Military Affairs (RMA), is being entered. As previously discussed, there is a worldwide economic war being waged, where balance of trade statistics determine the winners and losers, along with the unemployment trends and the trends indicating the number of businesses moving overseas. In the information systems business, that trend also continues and may be increasing. Microprocessors are made in Malaysia and Singapore, software is written in India, and systems are integrated and shipped from Indonesia, for example. No one checks to determine if malicious code is embedded in the firmware or software, waiting for the right sequence of events to be activated to release that new, devastating virus or to reroute information covertly to adversaries.

Consideration must also be given to networking with other information systems security professionals to establish an IW early warning network, as well as to share IW defensive and IW countermeasures information. This can be equated somewhat with the early warning radar sites that the Department of Defense has scattered throughout the U.S.’s sphere of influence. These systems warn against impending attacks. If such a system was in place on the Internet when the Morris Worm was initiated, the damage could have been minimized and the recovery completed much quicker. If the U.S. is the object of all-out IW attacks, the Morris Worm type of problem would be nothing compared with the work of government-trained IW attack warriors.

SUMMARY
When a government agency or business computer system is attacked, the response to such an attack will be based on the type of attacker. Will the attacker be a hacker, phreaker, cracker, or just someone breaking in for fun? Will the attacker be an employee of a business competitor, or in the case of an attack on a business system will it be a terrorist or a government agency-sponsored attack for economic reasons? Will the attacker be a foreign soldier attacking the system as a prelude to war?

These questions require serious consideration when information systems are being attacked, because it dictates the response. Would one country attack another because of what a terrorist or economic spy did to a business or government system? To complicate the matter, what if the terrorist was in a third country but only made it look like as though he or she was coming from a potential adversary? The key to the future is in information systems security for defense and information warfare weapons. As with nuclear weapons used as a form of deterrent, in the future, information weapons systems will be the basis of the information warfare deterrent.
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INTRODUCTION
Today the IPS (Information Protection Services) organization must manage an ever-increasing array of threats to critical information systems and contribute to the protection of vital intellectual property, often in a global enterprise. These threats must be managed in an era of limited or sometimes shrinking budgets. To deal with these changes the author recommends a strategy which formally combines regular staff-assigned resources with internal (but nonsecurity) resources and carefully selected external resources, including both paid consultants/contractors as well as other sources of expertise/assistance. These elements are managed through the use of a risk assignment matrix. The matrix is a valuable tool which can be used to educate senior management and increase their appreciation of the trade-off between cost and protection.

FACTORS WHICH HAVE CHANGED THE IPS ENVIRONMENT
Downsizing and Rightsizing
Most Fortune 500 companies and many other corporate and governmental organizations have been forced to dramatically reduce overall expenses. Many have done so through a painful process of re-engineering and associated layoffs or staff reductions.

The staff which survives this traumatic process often develop a sense of personal insecurity which in some cases contributes to a reduction in overall corporate/organization loyalty. The predominant management edict appears to be “Do More With Less”. Even profitable, growing organizations are under intense pressure from competition to wring maximum productivity out of all resources, especially with “overhead” resources like the information security staff.

One disturbing strategy is to “outsource everything possible” to keep the organization focused on core competencies and create the “virtual corporation”. The bonds of shared mutual interest of today may not even exist tomorrow as the Web of contractors and “least-cost providers” coalesces to accomplish the current priority then changes to meet the next business challenge. Ensuring the information shared with such temporary allies is appropriate and necessary is an increasingly important role for the IPS group in an organization which is following this strategy.

The rapid growth in the “contingent” workforce is another major trend which adversely impacts IPS. The extensive use of temporary staff and consultants to accomplish work that previously would have been done by “career” or “regular” staff employees creates a potential vulnerability that cannot be overlooked, while at the same time business pressures for such measures are irresistible. Assigning such staff to highly sensitive or mission-critical tasks creates major vulnerabilities for information assets, since they lack the promise of continuity and yet can often move comfortably throughout the organization.

Exploitation of temporary staff and temporary or consultant access for gathering sensitive information is commonly identified in business intelligence circles. This precise tactic was discussed by the principal of a business intelligence organization, when he boasted to an undercover news reporter posing as a potential client that he could insert one of his employees as a temporary staff member at the target organization and exploit such access to quickly obtain valuable information1. Similarly, a major hacker underground publication recently advised prospective hackers who were unable to penetrate the network or systems security of a given organization to consider obtaining employment with the firm, supporting temporary agencies, or even becoming a security guard or janitor, as all these positions allow for easy access to the organization’s systems and information2.



1Prime Time Live Broadcast 1/17/96, ABC, “The New Spies” segment. 
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Ensuring that the contingent staff (both temporary clerical as well as contractors/consultants) of the organization have received appropriate security briefings, sign nondisclosure documents, are closely supervised during their assignments, and that all proprietary information is recovered from them upon termination of the assignment are vital elements in the new programs to safeguard organizational information against losses.

Together these trends have significantly increased the scope of the information security challenge inside the organization. No longer is it prudent (if it ever was) to assume that the “bad guys” come from the outside and that only “good guys” are on the payroll and premises. Thus IPS needs to ensure security measures are enacted to address a wide range of personnel- and staff-related issues.

Rapid Evolution of Business Technologies
The past decade has seen a precipitous decline in the significance of mainframe-based processing in many organizations and a concomitant increase in importance of client server and LAN-WAN-based computing infrastructures. Although no one expects all mainframe systems to disappear in the near term, the “Centralized Systems” model for operations and, therefore, protection has fallen from favor at present. This means the IPS organization must now find ways to effectively protect the critical informational content of hundreds or thousands of servers and perhaps tens of thousands of end-user workstations/personal computers. Any of these systems may in fact provide a point of access to critical information stored locally or accessed through networks.

The evolution and implementation of the “networked computing paradigm” has been accompanied by the distributed systems and rise of client server-based applications. SUN Microsystems has popularized the slogan “The network IS the computer”. If this is true, then IPS has a responsibility to help the organization determine where and what gets protected, and most importantly, by whom.

The increasing prevalence of client server applications further challenges and blurs classical accountability. Typical lifecycle-based development checkpoints for information systems auditors and security staff are often overlooked by the line IS groups in their rush to meet required delivery dates to support business unit priorities. The absence of rigorous systems development standards are often compounded by a lack of robust tools for ensuring that baseline security measures are implemented. Audit trails and change controls are often limited or lacking and easily bypassed at the server’s operating system level, and access controls are often limited to little more than fixed passwords. Data warehouses and high-value data bases are often married to internal Web servers in the push to deploy a corporate “intranet” to facilitate easy access to information by authorized users. However, little or no effort is invested to prevent or detect unauthorized access to sensitive information by the users who may operate worldwide.

Access to corporate information has been dramatically increased via the rapid deployment of microcomputers, LANs, WANs, and soon by the next generation of “personal digital assistants”. Most medium and large organizations are rapidly moving to an information systems distribution environment where critical information pulses through the global network on a 24-hour basis and is accessible by a wide array of devices which may be linked through the Internet or via remote dial-up connections or may employ wireless cellular technologies. The combination of these advanced devices promises to provide access to information unlimited by time, location, or distance. Structuring a program for identifying and safeguarding essential information against the wide array of threats at this level of complexity is substantially more difficult than protecting information safely inside a fixed location.

Globalization of operations further compounds the information protection challenge. As business organizations face increased competition from both domestic and foreign rivals the organization often responds by increasing foreign operations itself. Many medium-size organizations now have a presence in many nations — something that in the past was the privilege of the large and sophisticated multinational organizations. Lacking a deep bench of international business experience to draw against, managers of such organizations may make poor decisions which will increase risks to systems and information.

“Business: Anywhere, Anytime, Anyway” seems to be the implicit mission of many organizations. The most important fact to emphasize in considering the new risks arising from global operations and associated global networks information systems infrastructure is that the organization truly is “only as strong as the weakest link” whether that is an unlocked file cabinet in Cairo, an unsecured desktop workstation logged on to a corporate system in Munich, or a laptop computer forgotten at an airport.

IPS managers now must deal with unique cultural aspects of many other nations. This can complicate the already daunting task of fashioning a corporate protection program, as missteps can diminish or destroy fragile support for the corporate “head office” program by the local management and staff. Typical areas that can lead to breakdowns include:

•  Motives — For each operational region it’s important to understand what causes people to commit unauthorized, possibly illegal activities, as well as what motivates them to comply with management-directed protection methods. 

•  Misunderstandings — It’s very easy for both language and cultural nuances to adversely impact the effectiveness of the protection measures. 

•  Management Consistency — It is essential to ensure that a minimum baseline of protection is applied worldwide, but this is very difficult to achieve. Given a wide range of management styles it is difficult to ensure minimum baseline measures are applied, which complicates efforts to ensure that none of the remote or foreign office locations becomes the weakest link. Every major continent contains a wide array of cultural management styles which impact willingness to deal with forms, procedures, and incidents. 

New Competitors
Although a recent management tome trumpeted “the death of competition”, in reality most organizations face more and more capable opponents bent on maximizing profitability/success. Where organizations were once concerned only with the local and indigenous competition, now they must think globally to assess the potential competitors from other nations. In many nations, the legal and ethical systems are more tolerant of aggressive business practices that in the U.S. are proscribed either by statute or custom. The most serious dangers arise from the application of clandestine means of industrial espionage to obtain critical information. An internally devised protection program that is focused on errors, accidents, and omissions and the occasional fraud by trusted staffers, as are most domestic programs, is at serious risk to even a low-cost industrial espionage operation.

The most recent study by the American Society of Industrial Security documents a serious increase in reported cases of theft of proprietary information for competitive reasons3. There is also a substantial increase in the number of U.S.-based corporations reporting cases of suspected industrial espionage involving foreign nationals and foreign intelligence services.



3American Society for Industrial Security Theft of Intellectual Property Survey, 1995. 



There are unique and significant increases to an organization’s risks to both proprietary information and the associated information systems if a foreign competitor has the support (either overt or covert) of a national government. Well-documented cases of state-supported or -sponsored economic and industrial espionage are becoming increasingly common. Testimony of both the Director of Central Intelligence and the Director of the Federal Bureau of Investigation before the U.S. Congress in 1996 documented that “friendly” nations (such as France, Israel, Germany, and others) have engaged in organized efforts to steal critical U.S.-developed technologies from American companies. This testimony culminated in the signing by President Clinton in October 1996 of the Economic Espionage Act of 1996 which made theft of “trade secrets” a federal felony. 

What the reported incidents of economic espionage teach is that even the largest and best equipped business organizations lack the resources to compete on an equal basis with even the smallest foreign intelligence service. This is so because the foreign service commands not just the skills of trained staff and the technology of modern espionage, but can potentially call upon the loyalties of the foreign operations staff indigenous to the country or play upon the sympathies of the foreign-based expatriates for the homeland.

Then there is the challenge of coproducers, joint developers, and licensees of the organization’s core technologies or products. Many of them represent conduits for loss of proprietary information. There have been cases where foreign corporate rivals have licensed some portion of a developer’s technology, then leveraged the contacts and access associated with the relationship to obtain more sensitive or critical technology or information. Thus, even a properly executed and legally binding contract can become a “Trojan horse” (in the classic sense, not the technological version) and be used to gain access to targeted technology and corporate trade secrets.

Almost every organization crafted their “internal” network with the unwritten but fundamental assumption that only trusted users are inside the firewall and potential “hostile intruders” are all outside. In many cases key suppliers of essential service or parts are provided direct connection to the sponsoring organization’s internal network. Unless carefully planned and implemented, this use of interorganizational networks as a method of knitting together the highly efficient “virtual corporation”, extolled in technology publications, carries with it extreme risks to critical information. Without procedural and technical enhancements and some extension of the sponsoring organization’s baseline security measures (such as background investigations for new hires) the “virtual” corporation’s operations may provide easy access to the “crown jewels” of the enterprise, with little or no way to trace/track thieves.

Hacking Tool Kits
The capabilities of both disgruntled regular or temporary staff “internal to the organization” as well as “external” hackers/crackers to penetrate systems and network security has been dramatically enhanced with the advent of sophisticated “Tool Kits” such as SATAN and other public domain attack simulators. The “8lgm” list service (8 “little green men”), reportedly is a group of elite UK-based hackers, specialize in publishing scripts or programs which allow even novices to exploit methods publicized in the CERT advisories. These scripts are a fine example of how knowledge is funneled through the global Internet to interested parties for use as they see fit.

Explosive Growth of the Intranet
The most significant development in organization computing in the late 1990s may well be the rapid deployment of whole new applications through the use of desktop clients and Web-based servers and the impact of the global Internet. The serious issue for IPS is that many applications feature new, often untested and uncertified security methods, and may allow novel methods for gaining access to critical information. As an example, many common browsers retain in the cache a cleartext version of the pages most recently viewed, so physical access to the desktop machine can compromise information viewed by that user!

RESPONSE
In such a convergence of changes, the responsibility to fashion a program which can provide reasonable (not absolute) protection for the organization’s most critical information assets has become ever more difficult. The next sections contrast two principal methods of addressing the increased risks and significant changes in risk.

Old Information Security Organization Model
The typical information security organization of the late 1980s and early 1990s approached its responsibility to protect information assets with several underlying assumptions, often unstated. The first one was that the job couldn’t or wouldn’t get done properly unless the IPS organization actually “owned” the responsibility and associated protection resources. In a world of rapidly increasing threats this assumption resulted in an effort to gain an ever-increasing percentage of the organization’s headcount and expense budget. Thus, as mainframe security issues grew, IPS acquired security administrators to set up accounts and access rules. As small and mid-range systems proliferated, we justified the need for, and were assigned, staff experts in VAX, UNIX, and AS-400s. When large relational data bases arrived, we asked for ORACLE, INFORMIX, or DB2 experts. As microcomputers and local area networks proliferated, more headcount was allocated to IPS. As global WANs developed, the inevitable request for network expertise followed.

In every case the response was to seek more: more budget, more headcount. An often unwritten corollary from this growth path is the well-established “principle” that more staff and budget = more responsibility and thus a promotion to manager and eventually to director or even vice-president.

So, what’s the problem with this approach? After all, doesn’t everyone win? The IPS group grows in power and influence, risks are “eliminated”, and the responsible leader is promoted to ever higher levels of rank and authority!

Well, even in those unusual cases when an organization can provide the requisite headcount and supporting budget, the organizational risks are not eliminated. Such a melange of expertise and backgrounds, harmonized only with a common commitment to safeguard information, is a nightmare to support administratively. How does a manager provide a career path and maintain skills in these diverse areas? When one technology is replaced (say, the mainframe data base with a UNIX server-based implementation of a new relational data base) the retraining of staff can consume precious expense dollars. The alternative of laying off old skilled staff and hiring new skilled replacements can have a devastating impact on staff morale.

Permanent and Growing Core of Protection Assets
The main reason why this model fails is that the foundation assumption never was achievable. In no organization was risk ever eliminated; rather, IPS staff helped reduce the risk by ensuring that acceptable information security measures such as individual user Ids, passwords, and audit trails were properly implemented and carefully monitored. Risk prevention/elimination was an unmet promise that gave rise to large, heterogeneous departments with little more to recommend them than the promotional opportunity they provided to canny manipulators of the total headcount. 

Another set of problems often grew out of the initial success of the IPS group. Over time, the growing budget often became an attractive target for reduction during times of corporate “rightsizing”. After all, if the IPS department did well, then there was little perceived need for them as the “problem” (risks of losses arising from breaches in systems security) was perceived to be eliminated. Conversely, if the department failed, and the organization suffered known or embarrassing information security lapses, then it seemed unreasonable to maintain a large and increasing investment in a group unable to deliver what was expected or promised. In addition, efforts to centralize information security responsibility in the corporate IPS group could and often did lead to the perception that the corporate staff was little more than a “bottleneck” which provided no identifiable “value added” service.

The bottom line is that many risks to critical information in today’s complex and rapidly changing IS and operating environment cannot be cost-effectively eliminated, and organizations that attempt to do so embark on a dangerous and fruitless path that will only discredit the sponsors. However, risk can be and has always been intelligently “managed” by organizations that realize that management is expected to balance risk and rewards, and that when properly informed they can do so with regard to information as they do with other assets.

NEW ORGANIZATION PARADIGM
Virtual Team and Risk Management
Under this model, the basic assumption is that risk cannot be eliminated entirely. Rather, the best role for IPS is as the advocate for information protection and to recommend a combination of technical, procedural, organizational, and operational methods to reduce the risk to information assets to a level commensurate with management’s tolerance. Spending money and headcount for protection beyond this level diverts scarce corporate resources from more productive and higher returns on investment (ROI) options and may actually jeopardize the organization’s survival against more agile competitors. Too much of a “good thing”, even information security, can be a problem.

Core Assets
IPS managers must understand that they will have only a small but elite team of “permanent” or regular full-time assigned staff resources. These employees must be sufficient to meet the minimum responsibilities of the IPS department to the corporate organization. One of the key roles assigned to the regulars is to provide direction and command and control for a larger but more flexible ad hoc group of nonsecurity regular staff in other departments, complemented by consultants and experts external to the organization in the “Virtual IPS Team” hereafter called the Virtual Protection Team (VPT).

Matrix Assets
The VPT consists mainly of selected staff or other organizational assets that can assist the IPS organization “regulars” in fulfilling responsibilities to manage and reduce risks to critical information assets. A sample matrix is shown in Exhibit 1.

An obvious but often overlooked resource are the System Administrators typically assigned to either the business units or corporate MIS (depending on the organization’s overall management model). These employees have a vested interest in the secure operation of their designated systems, but often lack specific direction. This direction can be achieved through a combination of baseline security standards for specific environments, combined with regular information security reviews or audits. By “deputizing” the line staff with the full responsibility for safeguarding their environments, then monitoring them for compliance, the IPS organization can leverage limited “regular” headcounts and achieve a uniform level of protection. This can be achieved without the need to be directly responsible for account administration, password resets, audit trail reviews, etc. This allows the corporate IPS group to focus their efforts on high-value-added assignments, such as incident response and new system implementations.

Maintaining technical expertise in emerging technologies is difficult for any organization, since the dizzying pace of technical innovation has accelerated in recent years. IPS often lacks expertise in the features of cutting-edge technologies such as ATM, wireless RF networking, the latest data base, etc. The approach of acquiring a dedicated IPS technologist for each new area is doomed. A better approach is to hold to the basics of information security and team with whoever in the IS or technology organization has the responsibility for managing/evaluating and introducing new technology. They provide technical experts; IPS should provide common sense, security experience, and when necessary, external consultants. In this manner new technology can be introduced with proper consideration and use of available security measures.

External Assets
The IPS group should look to the use of carefully selected consultants and contractors to implement the VPT. Due to rapid change, diverse technologies, and rapid development cycles the VPT must have sufficient budget to allow timely interventions and response to line or MIS priorities. This can be achieved if an adequate budget is provided for consultants. The amount and management of the consulting budget will vary with the size of the organization to be supported and the nature of both its technology and operational environment. High technology organizations with rapid growth, expansion, or change will need more. However, even relatively static organizations with slow change rates will need a significant budget to implement the VPT concept. This is where the IPS manager argues for “selective outsourcing”. VPT will shift the expense from a fixed pool of regular staff that have high retention costs to an outsource pool that can be reconstructed quickly to address the current organization priorities. Establishing a relationship with a reputable external supplier of IPS services is critical to ensure a sufficient pool of talent is available to support the internal regular staff.

An ideal external supplier will have sufficient resources to allow “one-stop shopping” in both technical expertise and geographic availability assigned to major areas of the corporate organization’s operations (e.g., if most new business will be in Asia an external consulting source located only in the midwest U.S. will likely result in very high travel costs and probably not be as desirable as a larger organization with local/indigenous staff that can provide local response both in language and in a culturally appropriate form. Expertise and willingness to forgo predatory pricing in favor of a long-term relationship and a broad scope of services designed to supplement the corporate regular staff is also a highly desirable characteristic.

A project focus and the creation of high-impact deliverables must be the principal contribution of the “supplemental” external consultants. This approach makes obtaining resources more credible. A relatively small regular IPS staff can be effective even in the era of rapid business and technical evolution by carefully managing a cadre of external consultants assigned to key projects.

External assets to leverage also include the following:

•  External audit company — All publicly traded U.S. firms are required to have their financial state evaluated by a CPA/accounting firm. It’s possible to use them to both provide supplemental staff for specific reviews as well as to communicate the need and benefit of controls to the organization’s management in areas of significant exposure. 

•  The FBI or the national equivalent — These have limited capability to reach out to the respective business organizations. However, law enforcement staff are very effective as a high impact “awareness tool”. They can often provide either published documentation or actual briefings to executives on the nature of computer crimes and other threats to the organization’s proprietary information. They should be listed on the risk matrix with primary responsibility for economic espionage directed against the organization’s trade secrets. 

•  National computer emergency response team (CERT) — Many countries have established their own computer emergency response teams which are valuable allies for the corporate information protection manager in the battle to manage risk. Their statistical data provide the basis for assessing actual events and the methods used by intruders against others. It’s easy to use their data, but leverage of their staff is very unlikely. Even if they wanted to, most are severely understaffed even for their primary role of documenting and reporting to the community the latest trends and methods employed by intruders. Don’t expect them to resolve cases of intrusions, that’s up to the organization’s VPT. 

•  Peer contacts — These should never be underestimated. The information security community is relatively small; the largest organizations have only thousands of members (ISSA, ISACA, CSI, etc.). Take a note from the computer criminals in the underground: they use all available means to share expertise in defeating control and security measures. The information security professionals need to share hard-won expertise with their peers. This is especially easy if one develops contacts in different and noncompeting industries, (e.g., banking and aerospace or financial services and manufacturing). Once a level of personal trust is established between the contacts, they can freely discuss incidents and mutual or common problems of technology. 

•  Professional organizations — These are the key to broadly sharing the collective knowledge of the profession about the “opposition”. The best advice is to get active and share! Local, regional, and national association meetings, such as these sponsored by ISSA and ISACA, provide outstanding forums for developing a personal network of contacts. An inexpensive way to start is to attend local chapter meetings of relevant professional associations. Make this a defined component of your information protection strategy — reach out and matrix another organization’s experts for your problems, then return the favor! 

Other Sources
University students (undergraduate and graduate) as well as faculty have the potential to perform some of the supplemental tasks for IPS such as technology assessment, documentation of current systems, or other tasks depending on the unique needs of the organization or the capability of the university. For those fortunate enough to have degree programs in information security or information systems auditing, the fit is likely to be even better. It is often possible to use the internship phase of a degree program to accomplish specific projects (such as application or systems security evaluations).

Never underestimate the value of personal informants as a potential source of both threat data, indications and warnings about new threats and countermeasures, or actual criminal activity directed towards the organization.

Threats, Vulnerabilities, and Risks
A threat is a potential danger to an asset. A vulnerability is a threat that actually exists for a given information asset. Risks are unresolved vulnerabilities and the level of acceptable risks is a key management decision in preparing the organizational risk matrix. To prepare an organizational risk management matrix focus first on identifying and ensuring that key information is protected, NOT just computer and network systems. Fix primary and secondary responsibility (where appropriate). Next consider factors unique to the organization’s business such as the following. 

Corporate information assets — If there is a list of known and approved proprietary trade secrets or sensitive information, review it with the perspective that everything on the list must have value to the organization and must have some measures in place to reduce the potential risks derived from loss, modification, or destruction. 

Existing trade secret and proprietary protection programs — These should be reviewed with the law department or corporate counsel. Too often, the attorneys are primarily interested in ensuring the necessary paperwork is completed (e.g., Confidentiality and Non-Disclosure Agreements, Contract Terms and Conditions, etc.) and will trust to litigation to resolve violations of the documents. Although these are essential to preserve the organization’s right to legal recourse against violations, they are “after the fact” remedies. In an era of global competition where local law enforcement and even judicial tradition may prove unfavorable to a “foreigner”, it is far better to prevent the loss or proprietary information rather than litigate afterwards. As many companies have learned, even large settlements from a foreign rival are of less value than preventing the loss. However, well-organized Trade Secret protection programs often yield a wealth of important details, such as principal experts on the organization’s technology and patent holders and areas of expertise. These should be leveraged to flesh out the asset/risk/protection matrix. 

Competitors: past, present, and future — The track record of current and future competitors should be reviewed to see if any of them have a history of using aggressive or illegal tactics to obtain critical information from past rivals. Likewise, in the era of global economic espionage, a current or potential rival’s status in the foreign nation should be considered. If the competitor is a nationalized entity or considered the national flag bearer in a critical technology area (such as microchips, biotechnology, aerospace, etc.) then one can infer they probably have preferential access to intelligence or operatives of the foreign national intelligence service. Needless to say, this can dramatically increase the sophistication and threat level to the organization’s information assets. If the organization enters into a licensee arrangement, the impact of the new partner should be considered, as in some nations one is likely to inherit the enemies of the new partner as an undocumented component of the contract. 

Existing and anticipated operations — If one’s organization is geographically limited to one continent and one nation, then the challenges to information security are a little less severe. However, in an era of globalization that is not likely to endure. As business expands to other nations and continents the information security challenges and threats are increased in almost direct proportion to the distance back to the “head office”. The IPS manager should review the current and future scope of operations to determine timing and threat issues which changes create. 

The end goal of this process is to a create a list of key information resources and associated risks, then compare these to the available capabilities under the headings of assigned (regular IPS staff), matrix (corporate staff, but non-IPS), and external resources, and ensure all major risks to critical assets are mitigated through involvement of one or more of the available team resources. For each asset defined in the matrix under the risk areas. IPS should prepare a brief (one- or two-page) document which records the specific risks to be addressed. Once these elements are defined, it is essential that the appropriate level of senior management approves the resource-risk allocations.

Resource Assignments for Risk Management
Typical responsibilities of the “regular” IPS staff are as follows.

Corporate policy and procedures — A comprehensive set is essential. Several recent surveys (including a 1996 study by Gordon and Glickson “Shortcomings in Corporate Technology Policies”) and articles in respected publications such as CIO Magazine continue to stress the importance of well-defined policies for access and use of information resources. In the “virtual organization” IPS may need to work with the Legal Department to ensure relevant measures are included in the “terms and conditions” of contracts with key vendors and suppliers. 

Awareness of staff and management — Although many organizations denigrate the significance of security awareness training, in the experience of many information security practitioners it remains the most efficient and often the most effective method for ensuring that the staff safeguard information. As the global economic competition gives rise to the more classic Cold War espionage elements, it is vital to educate both staff and managers about the changing threats and their evolving responsibilities. Such education is best achieved through a well-designed security awareness campaign. 

Incident response — In even the best planned and run information protection programs there will be incidents and matters that must be carefully investigated. This is an essential IPS role and it is best led by a regular IPS staffer. However, serious incidents will likely require use of both matrix internal and external assets depending on the nature and complexity of the incident. Building cases for prosecution through careful acquisition of criminal evidence are specialized tasks where seemingly minor errors can compromise otherwise excellent efforts. 

Network intrusions — Identifying the possible or likely perpetrators, reviewing the systems and network activity and audit logs to find evidence, and preparing disciplinary or prosecutorial reports for organization management and/or law enforcement are tasks best overseen by a regular IPS staffer with the organization’s best interest paramount. Supplemental skills may be added from both matrix and external assets but leadership should remain with the organization’s IPS regulars. 

Theft or loss of proprietary information — This is such a serious incident that it deserves special and advance planning to ensure a quick, timely response to any indications of such an event. In this case the nominal leadership is likely to rest with the corporate law department or corporate security group. However, as many incidents have already arisen where the crime involves information systems and networks, IPS is likely to be a pivotal player in documenting the nature and extent of the loss. 

Virus infection — These situations have become a regular exercise for most large organizations. It is important to have well thought out SOPs, an incident response plan, and roles assigned in advance. These are areas where a regular IPS staffer can significantly contribute to the speedy restoration of services with minimum lost data and disrupted processing. 

Internal Consulting
Applications and systems development — As new technologies and systems are deployed to increase business advantage, it is essential that IPS provide advice and direction on secure implementations or at least insure that responsible management knowingly accepts risks inherent to unsecured projects. 

Information valuation and classification — This is a major project when first undertaken. Use the ISSA-approved information valuation methodology or other techniques to determine and obtain consensus on the list of the “crown jewels” will likely include the organization’s trade secrets and other elements of information from which the organization derives competitive advantage. 

Project Resources
In the VPT it is assumed that the typical IPS staff member will be responsible for no more than three to five major projects or functional responsibilities, depending on the experience/capability of the incumbent staffer and the complexity of the projects or job responsibility. IPS regulars should be employed as project managers to ensure timely completion of essential projects. The project management role will typically encompass directing a combination of internal matrix staff (probably belonging to corporate MIS/IS or line/business unit IS staffers) supplemented with necessary external consultants providing special expertise or knowledge.

Projects and functional responsibilities should be defined in the context of the organization’s long-term/strategic IS and operational plans. If resources and experience allow, the IPS group itself should prepare a multiyear plan which highlights significant information security priorities and initiatives.

Benefits of Virtual Team Planning Process
Flexible — Able to add external and matrix resources without committing IPS to permanent/regular staff until or unless a proven functional responsibility is identified by organization experience. 

Adaptive — Too often information security organizations, as most business organizations, become prisoners of past responsibilities, unwilling to give up a comfort zone familiarity with activities which contribute less to the welfare of the enterprise than uncomfortable new alternatives. 

Responsive — Management can expect the flexible and adaptive organization to focus on new priorities and devise protection strategies consistent with changes deriving from either environmental change or strategic business initiatives. 

Drawback to Virtual Team
Divided loyalties of the matrix staff — The most difficult challenge for IPS is enrolling and managing non-IPS staffers in a project they may perceive as less desirable than competing alternatives. Since their assignment is, by definition, limited to a matrix role, expect them to retain primary loyalty and priority for their sponsoring organization. However, through the influence of management with both the supporting IS management chain as well as project management and use of the IPS organization senior management chain of command, reasonable results can be achieved. The most common consequence of matrix assignment is that projects will generally take longer than they would if staffed exclusively with regular dedicated IPS staff or even outside consultants. However, the trade-off in cost is often worth the delay. Those projects that have no flexibility in timelines should be assigned to IPS regular staff and/or external consultants. 

Expense and availability of external consultants — A major problem will be to estimate the dollar amount needed and obtain a budget for the cost of qualified consultants. Consultants are not cheap, and IPS must ensure it obtains the very best available, consistent with technical and operational requirements of the organization. Baseline estimates can be derived from project-planning templates that estimate “Full Time Equivalent’s (FTEs)” required to complete a project within acceptable timelines. Translate these into consulting hours directly on an annualized basis and attach the hours and project to the budget estimate. If senior management cuts the IPS budget request, reprioritize the remaining hours based on impact and significance. Management must appreciate that the cost must be compared both to the fully burdened cost of a regular IPS staff member (typically $100,000 or more) and that it represents transient expertise required to achieve acceptable levels of risk to the organization. The projected hours allocated to the consulting budget, should be easier to sell once these issues are understood. This process provides an opportunity to demonstrate the business acumen of the IPS manager. To fully benefit from the process, one should use the same arguments that typically result in outsource decisions, such as lower cost operations, higher ROI, etc. 

Project management is paramount — To achieve predictable results in a matrix environment requires excellent project management skills combined with political savvy and superior communications abilities. If these do not sound like the typical skills developed by information security staff, then they have probably been focused too much on technology and will be jeopardizing their future success unless such skills and experience are obtained. 

Determining and assigning budgetary responsibility — Internal staff matrixed to projects can be carried as part of their principal organization as the expectation is that IPS will enroll information system sponsors that have a high level of interest in completing a security project. However, matrix information systems staff which is engaged in establishing a new IPS functional responsibility, as for example the administration of an Internet security system (i.e., “firewall”), should be carefully monitored by both the sponsoring system’s organization and the IPS organization. When the task becomes a substantial portion of the daily job (say, 40% or more), then it’s time to seek a regular “full time” IPS staffer to become the principal and accountable person. The matrix staffer can then revert to secondary or backup for the primary IPS regular. Managed in this fashion the IPS staff will only grow as fast as the role justifies and the need for backup staff (vacations, sick leave, training absences, etc.) are minimized. If IPS fails to acquire a regular staff asset when a task becomes a “full time” job, they risk violating a basic principle of corporate finance, since costs will be incurred increasingly by the systems group but the efforts will be directed and controlled by the IPS group. 

CONCLUSION
The “Good-Old-Days” Are Over
IPS is a challenging role that will become increasingly important to all organizations as knowledge-based economic competition becomes the norm for much of the world’s economic activity. Creating an organizational model that will facilitate rapid adaptation to the torrid pace of technical innovation and lightning changes in business strategies and operations is essential.

The twenty-first century will be “lean and mean”, and even more competitive than the twentieth. While some pundits blithely announce “the end of competition”, reality seems to argue for the reverse: intensified and continuous competition among highly adaptable, learning organizations in a global marketplace. IPS can best make a meaningful contribution in this environment through adopting a “virtual team” which will allow the goal of protecting critical information assets to be achieved in an innovative manner.
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Exhibit 1.  Risk Areas and Resources

Chapter 4-3-2
Enterprise Security Architecture 
William H. Murray
INTRODUCTION
Sometime during the 1980s we crossed a line from a world in which the majority of computer users were users of multi-user systems to one in which the majority were users of single-user systems. We are now in the process of connecting all computers in the world into the most complex mechanism that humans have ever built. While for many purposes we may be able to do this on an ad hoc basis, for purposes of security, audit, and control it is essential that we have a rigorous and timely design. We will not achieve effective, much less efficient, security without an enterprise-wide design and a coherent management system.

Enterprise 

If you look in the dictionary for the definitions of enterprise, you will find that an enterprise is a project, a task, or an undertaking; or, the readiness for such, the motivation, or the moving forward of that undertaking. The dictionary does not contain the definition of the enterprise as we are using it here. For our purposes here, the enterprise is defined as the largest unit of business organization, that unit of business organization that is associated with ownership. If the institution is a government institution, then it is the smallest unit headed by an elected official. What we need to understand is that it is a large, coordinated, and independent organization.

ENTERPRISE SECURITY IN THE 1990S
Because the scale of the computer has changed from one scaled to the enterprise to one scaled to the application or the individual, the computer security requirements of the enterprise have changed. The new requirement can best be met by an architecture or a design.

We do not do design merely for the fun of it or even because it is the “right” thing to do. Rather, we do it in response to a problem or a set of requirements. While the requirements for a particular design will be those for a specific enterprise, there are some requirements that are so pervasive as to be typical of many, if not most, enterprises. This section describes a set of observations by the author to which current designs should respond.

Inadequate expression of management intent — One of these is that there is an inadequate expression of management’s intent. Many enterprises have no written policy at all. Of those that do, many offer inadequate guidance for the decisions that must be made. Many say little more than “do good things.” They fail to tell managers and staff how much risk general management is prepared or intends to accept. Many fail to adequately assign responsibility or duties or fix the discretion to say who can use what resources. This results in inconsistent risk and inefficient security, i.e., some resources are overprotected and others are underprotected. 

Multiple sign-ons, IDs, and passwords — Users are spending tens of minutes per day logging on and logging off. They may have to log on to several processes in tandem in order to access an application. They may have to log off of one application in order to do another. They may be required to remember multiple user identifiers and coordinate many passwords. Users are often forced into insecure or inefficient behavior in futile attempts to compensate for these security measures. For example, they may write down or otherwise record identifiers and passwords. They may even automate their use in macros. They may postpone, or even forget tasks so as not to have to quit one application in order to do another. This situation is often not obvious to system managers. They tend to view the user only in the context of the systems that they manage rather in the context of the systems he uses. He may also see this cost as “soft money,” not easily reclaimed by him. On the other hand, it is very real money to the enterprise which may have thousands of such users and which might be able to get by with fewer if they were not engaged in such activity. Said another way, information technology management overlooks what general management sees as an opportunity. 

Multiple points of control — Contrary to what we had hoped and worked for in the 1980s, data are proliferating and spreading throughout the enterprise. We did not succeed in bringing all enterprise data under a single access control system. Management is forced to rely upon multiple processes to control access to data. This often results in inconsistent and incomplete control. Inconsistent control is usually inefficient. It means that management is spending too much or too little for protection. Incomplete control is ineffective. It means that some data are completely unprotected and unreliable. 

Unsafe defaults — In order to provide for ease of installation and avoid deadlocks, systems are frequently shipped with security mechanisms set to the unsafe conditions by default. The designers are concerned that even before the system is completely installed, management may losecontrol. The administrator might accidentally lock himself out ofhis own system with no remedy but to start over from scratch.Therefore, the system may be shipped with controls defaulted totheir most open settings. The intent is that after the systems areconfigured and otherwise stable, the administrator will reset thecontrols to the safe condition. However, in practice and so as notto interfere with running systems, administrators are oftenreluctant to alter these settings. This may be complicated by thefact that systems which are not securely configured are, bydefinition, unstable. The manager has learned that changes to analready unstable system tend to aggravate the instability. 

Complex administration — The number of controls,relations between them, and the amount of special knowledgerequired to use them may overwhelm the training of theadministrator. For example, in order to properly configure thepassword controls for a Novell server, the administrator may haveto set four different controls. The setting of one requires notonly knowledge of how the others are set but how they relate toeach other. The administrator’s training is often focused onthe functionality of the systems rather than on security andcontrol. The documentation tends to focus on the function of thecontrols while remaining silent on their use to achieve aparticular objective or their relationship to other controls. 

Late recognition of problems — In part because ofthe absence of systematic measurement and monitoring systems, manyproblems are being detected and corrected late. Errors that are notdetected or corrected may be repeated. Attacks are permitted to goon long enough to succeed. If permitted to continue for asufficient length of time without corrective action, any attackwill succeed. The cost of these problems is greater than it wouldbe if they were detected on a more timely basis. 

Increasing use, users, uses, and importance — Mostimportant for our purposes here, security requirements arise in theenterprise as the result of increasing use of computers, increasingnumbers of users, increasing numbers of uses and applications, andincreasing importance of those applications and uses to theenterprise. All of these things can be seen to be growing at a ratethat dwarfs our poor efforts to improve security. The result isthat relative security is diminishing to the point that we areapproaching chaos. 

ARCHITECTURE DEFINED
In response to these things we must increase not only theeffectiveness of our efforts but also their efficiency. Because weare working on the scale of the enterprise, ad hoc and individualefforts are not likely to be successful. Success will require thatwe coordinate the collective efforts of the enterprise accordingto a plan, design, or architecture.

Architecture can be defined as that part of design that dealswith what things look like, what they do, where they are, and whatthey are made of. That is, it deals with appearance, function,location, and materials. It is used to agree on what is to be doneand what results are to be produced so that multiple people canwork on the project in a collaborative and cooperative manner and so that we can agree when we are through and the results are asexpected.

The design is usually reflected in a picture, model, orprototype; in a list of specified materials; and possibly inprocedures to be followed in achieving the intended result. Whendealing in common materials, the design usually references standardspecifications. When using novel materials the design must describethese materials in detail.

In information technology we borrow the term from the buildingand construction industry. However, unlike this industry, we do nothave 10,000 years of tradition, conventions, and standards behindus. Neither do we share the rigor and discipline that characterizethem.

TRADITIONAL IT ENVIRONMENT
Computing environments can be characterized as traditional andmodern. Each has its own security requirements but, in general andall other things being equal, the traditional environment is easierto secure than its modern equivalent.

Closed — Traditional IT systems and networks areclosed. Only named parties can send messages. The nodes and linksare known in advance. The insertion of new ones requires theanticipation and cooperation of others. They are closed in thesense that their uses or applications are determined in advance bytheir design, and late changes are resisted. 

Hierarchical — Traditional IT can be described ashierarchical. Systems are organized and controlled top down,usually in a hierarchical or tree structure. Messages and controlsflow vertically better than they do horizontally. Such horizontaltraffic as exists is mediated by the node at the top of the tree,for example, a mainframe. 

Point-to-point — Traffic tends to flow directly frompoint to point along nodes and links which, at least temporarily,are dedicated to the traffic. Traffic flows directly from one pointto another; what goes in at node A will come out only at node B. 

Connection switched — The resources that make up theconnection between two nodes are dedicated to that connection forthe life of the communication. When either is to talk to another,the connection is torn down and a new one is created. The advantageis in speed of communication and security, but capacity may not beused efficiently. 

Host-dependent workstations — In traditionalcomputing, workstations are incapable of performing independentapplications. They are dependent upon cooperation with a host ormaster in order to be able to perform any useful work. 

Homogeneous components — In traditional networks andarchitectures, there is a limited number of different componenttypes from a limited number of vendors. Components are designed towork together in a limited number of ways. That is to say part ofthe design may be dictated by the components chosen. 

MODERN IT ENVIRONMENT
Open — By contrast, modern computing environmentsare open. Like the postal system, for the price of a stamp anyonemay send a message. For the price of an accommodation address,anyone can get an answer back. For not much more, anyone can open his own post office. Modern networks are open in the sense thatnodes can be added late and without the permission or cooperationof others. They are open in the sense that their applications arenot predetermined. 

Flat — The modern network is flat. Traffic flowswith equal ease between any two points in the network. It flowshorizontally as well as it does vertically. Traffic flows directlyand without any mediation. If one were to measure the bandwidthbetween any two points in the network, chosen arbitrarily, it wouldbe approximately equal to that between any other two points chosenthe same way. While traffic my flow faster between two points thatare close to each other, taken across the collection of all pairs,it flows with the same speed. 

Broadcast — Modern networks are broadcast. Whileorderly nodes accept only that traffic which is intended for them,traffic will be seen by multiple nodes in addition to the one forwhich it is intended. Thus, confidentiality may depend in part uponthe fact that a large number of otherwise unreliable devices allbehave in an orderly manner. 

Packet-switched — Modern networks arepacket-switched rather than circuit-switched. In part this meansthat the messages are broken into packets and each packet is sentindependent of the others. Two packets sent from the same originto the same destination may not follow the same path and may notarrive at the destination in the same order that they were sent.The sender cannot rely upon the safety of the path or the arrivalof the message at the destination and the receiver cannot rely uponthe return address. In part, it means that a packet may bebroadcast to multiple nodes, even to all nodes, in an attempt tospeed it to its destination. By design it will be heard by manynodes other than the ones for which it is intended. 

Intelligent workstations — In modern environments,the workstations are intelligent, independently programmable, andcapable of performing independent work or applications. They arealso vulnerable both to the leakage of sensitive information andto the insertion of malicious programs. These malicious programsmay be untargeted viruses or they may be password grabbers that areaimed at specific workstations, perhaps those used by privilegedusers. 

Heterogeneousness — The modern network is composedof a variety of nodes and links from many different vendors. Theremay be dozens of different workstations, servers, and operatingsystems. The links may be of many speeds and employ many differentkinds of signaling. This makes it difficult to employ anarchitecture that relies upon the control or behavior of thecomponents. 

OTHER SECURITY ARCHITECTURE REQUIREMENTS
IT architecture — The information securityarchitecture is derivative of and subordinate to the informationtechnology architecture. It is not independent. One cannot do asecurity architecture except in the context of and in response toan IT architecture. An information technology architecturedescribes the appearance, function, location, and materials for theuse of information technology. Often one finds that the IT architecture is not sufficiently well thought out or documented tosupport the development of the security architecture. That is tosay, it describes fewer than all four of the things that anarchitecture must describe. Where it is documented at all, one canexpect to find that it describes the materials but not appearance,location, or function. 

Policy or management intent — The securityarchitecture must document and respond to a policy or an expressionof the level of risk that management is prepared to take. This willinfluence materials chosen, the roles assigned, the number ofpeople involved in sensitive duties, etc. 

Industry and institutional culture — Thearchitecture must document and respond to the industry andinstitutional culture. The design that is appropriate to a bankwill not work for a hospital, university, or auto plant. 

Other — Likewise, it must respond to the managementstyle — authoritarian or permissive, prescriptive or reactive— of the institution, to law and regulation, to duties owedto constituents, and to good practice. 

SECURITY ARCHITECTURE
The security architecture describes the appearance of thesecurity functions, what is to be done with them, where they willbe located within the organization, its systems, and its networks,and what materials will be used to craft them. Among other things,it will describe the following.

Duties, roles, and responsibilities — It willdescribe who is to do what. It specifies who management relies uponand for what. For every choice or degree of freedom within thesystem, the architecture will identify who will exercise it. 

How objects will be named — It will describe howobjects are named. Specifically, it will describe how users arenamed, identified or referred to. Likewise it will describe howinformation resources are to be named within the enterprise. 

What authentication will look like — It mustdescribe how management gains sufficient confidence in these namesor identifiers. How does it know that a user is who he says he isand that the data returned for a name are the expected data?Specifically, the architecture describes what evidence the userwill present to demonstrate her identity. For example, if the useris to be authenticated based upon something that he knows, what arethe properties (length and character set) of that knowledge? 

Where it will be done — Similarly, the architecturewill describe where the instant data are to be collected, where thereference data will be stored, and what process will reconcile thetwo. 

What the object of control will be — Thearchitecture must describe what it is that will be controlled. Inthe traditional IT architecture this was usually a file or adataset, or sometimes a procedure such as a program or atransaction type. In modern systems it is more likely to be a database object such as a table or a view. 

Where access will be controlled — The architecturewill describe where, i.e., what processes, will exercise controlover the objects. In the traditional IT architecture we tried to centralize all access control in a single process, scaled to theenterprise. In more modern systems access will be controlled in alarge number of places. These places will be scaled to departments,applications, and other ways of organizing resources. They may beexclusive or they may overlap. How they are related and where theyare located is the subject of the design. 

Generation and distribution of warnings and alarms —Finally, the design must specify what events or combinations ofevents require corrective action, what process will detect them,who is responsible for the action, and how the warning will becommunicated from the detecting process to the party responsiblefor the correction. 

POLICY
A Statement of Management’s Intent
Among other things, a policy is a statement of management’sintent. Among other things, a security policy describes how muchrisk management intends to take. This statement must be adequatefor managers to be able to figure out what to do in a given set ofcircumstances. It should be sufficiently complete that two managerswill read it the same way, reach similar conclusions, and behavein similar ways.

It should speak to how much risk management is prepared to take.For example, management expects to take normal business risk, oracceptable and accepted risk. Alternately or in addition,management can specify the intended level of control. For example,management can say that controls must be such that multiple peoplemust be involved in sensitive duties or material fraud.

The policy should state what management intends to achieve, forexample, data integrity, availability, and confidentiality, and howit intends to do it. It should clearly state who is to beresponsible for what. It should state who is to have access to whatinformation. Where such access is to be restricted ordiscretionary, then the policy should state who will exercise thediscretion.

The policy should be such that it can be translated into anaccess control policy. For example, it might say that read accessto confidential data must be restricted to those authorized by theowner of the data. The architecture will describe how a givenplatform or a network of platforms will be used to implement thatpolicy.

IMPORTANT SECURITY SERVICES
The architecture will describe the security mechanisms andservices that will be used to implement the access control policy.These will include but not be limited to the following.

User name service — The user name service is usedfor assigning unique names to users and to resolve aliases wherenecessary. It can be thought of as a data base, data baseapplication, or data base service. The server can encode and decodeuser names into user identifiers. For the distinguished user nameit returns a system user identifier or identifiers. For the systemuser identifier it returns a distinguished user name. It can beused to store information about the user. It is often used to storeother descriptive data about the user. It may store officelocation, telephone number, department name, and manager’s name. 

Group name service — The group name service is usedfor assigning unique group names and for associating users withthose groups. It permits the naming of any arbitrary but usefulgroup such as member of department m, employees, vendors,consultants, users of system 1, users of application A, etc. It canalso be used to name groups of one, such as the payroll manager.For the group name, it returns the names, identifiers, or aliasesof members of the group. For a user name, it returns a list of thegroups of which that user is a member. A complete list of thegroups of which a user is a member is a description of his role orrelationship to the enterprise. Administrative activity can beminimized by assigning authority, capabilities, and privileges togroups and assigning users to the groups. While this is indirectit is also usually efficient. 

Authentication server — The authentication serverreconciles evidence of identity. Users are enrolled along with theexpectation, i.e., the reference data, for authenticating theiridentity. For a user identifier and an instance of authenticatingdata, the server returns true if the data meets itsexpectation, i.e., matches the reference data, and false ifit does not. If true, the server will vouch to its clientsfor the identity of the user. The authentication server must betrusted by its client and the architecture must provide the basisfor that trust. The server may be attached to its client by atrusted path or it may give its client a counterfeit-resistantvoucher (ticket or encryption-based logical token). 

Authentication service products — A number orauthentication services are available off the shelf. These includeKerberos, SESAME, NetSP, and Open Software Foundation DistributedComputing Environment (OSF/DCE). These products can meet somearchitectural requirements in whole or in part. 

Single point of administration — One implication ofmultiple points of control is that there may be multiple controlsthat must be administered. The more such controls there are, themore desirable it becomes to minimize the points of administration.Such points of administration may simply provide for a commoninterface to the controls or may provide for a single data base ofits own. There are a number of standard architectures that areuseful here. These include SESAME and the Open Software FoundationDistributed Computing Environment. 

RECOMMENDED ENTERPRISE SECURITY ARCHITECTURE
This section makes some recommendations about enterprisesecurity architecture. It describes those choices which, all otherthings equal, are to be preferred over others.

Single-user name space for the enterprise — Prefera single-user name space across all systems. Alternatively, havean enterprise name server that relates all of a user’s aliasesto his distinguished name. This server should be the single pointof name assignment. In other words it is a data base applicationor server for assigning names. 

Prefer strong authentication — Strong authenticationshould be preferred by all enterprises of interest. Strongauthentication is characterized by two kinds of evidence, at least one of which is resistant to replay. Users should be authenticatedusing two kinds of evidence. Evidence can be something that onlyone person knows, has, is, or can do. The most common form ofstrong authentication is something that the user knows such as apassword, pass-phrase, or personal identification number (PIN),plus something that they carry such as a token. The token generatesa one-time password that is a function of time or a challenge.Other forms in use include a token plus palm geometry or a PIN plusthe way the user speaks. 

Prefer single sign-on — Prefer single sign-on. Auser should have to log on only once per workstation per enterpriseper day. A user should not be surprised that if he changesworkstations, crosses an enterprise boundary, or leaves for theday, that he should have to log on again. However, he should nothave to log off one application to log on to another or log on tomultiple processes to use one application. 

Application or service as point of control — Preferthe application or service as the point of control. The firstapplicable principle is that the closer to the data that thecontrol is, the fewer instances of it that there will be, the lesssubject it will be to user interference, the more difficult it willbe to bypass, and consequently, the more reliable it will be. Thisprinciple can be easily understood by contrasting it to the worstcase — the one where the control is on the desktop. Multiplecopies must be controlled, they are very vulnerable to userinterference, not to say complete abrogation, and the more peoplethere are who are already behind the control. The second principleis that application objects are both specific, i.e., their behavioris intuitive, predictable from their name, and obvious as to theirintended use. Contrast “update name and address ofcustomer” to “write to customer data base.” Oneimplication of the application as the point of control is thatthere will be more than one point of control. However, there willbe fewer than if the control were even closer to the user. 

Multiple points of control — Each server or serviceshould be responsible for control of access to all of itsdynamically allocated resources. Prefer that all such resources beof the same resource type. To make its access decision, the servermay use local knowledge or data or it may use a common service thatis sufficiently abstract to include its rules. One implication ofthe server or service as the point of control is that there willbe multiple points of control. That is to say, there are multiplerepositories of data and multiple mechanisms that management mustmanipulate to exercise control. This may increase the requirementfor special knowledge, communication, and coordination. 

Limited points of administration — Therefore, prefera limited number of points of administration that operate acrossa number of points of control. These may be relatively centralizedto respond to a requirement for a great deal of special knowledgeabout the control mechanism. Alternatively it can be relativelydecentralized to meet a requirement for special knowledge about theusers, their duties, and responsibilities. 

Single resource name space for enterprise data —Prefer a single name space for all enterprise data. Limit this naming scheme to enterprise data; i.e., data that are used andmeaningful across business functions or that are related to thebusiness strategy. It is not necessary to include all businessfunctional data, project data, departmental data, or personal data. 

Object, table, or view as unit of control — Prefercapabilities, objects, tables, views, rows, columns, and files, inthat order as objects of control. This is the order in which thedata are most obvious as to meaning and intended use. 

Arbitrary group names with group-name service — Itis useful to be able to organize people into affinity groups. Thesemay include functions, departments, projects, and other units oforganization. They may also include such arbitrary groups asemployees, nonemployees, vendors, consultants, contractors, etc.The architecture should deal only with enterprise-wide groups. Itshould permit the creation of groups which are strictly local toa single organizational unit or system. Enterprise group namesshould be assigned and group affinities should be managed by asingle service across the enterprise and across all applicationsand systems. This service may run as part of the user name service.Within reasonable bounds any user should be able to define a groupfor which he is prepared to assume ownership and responsibility.Group owners should be able to manage group membership or delegateit. For example, the human resources manager might wish to restrictthe ability to add members to the group payroll departmentwhile permitting any manager to add users to the groupemployee or the group nonemployee. 

Rules-based (as opposed to list-based) access control— Prefer rules-based to list-based access control. Forexample, prefer “access to data labelled confidential islimited to employees” should be preferred to “user A canaccess dataset 1.” While the latter is more granular andspecific, the former covers more data in a single rule. The latterwill require much more administrative activity to accomplish thesame result as the former. Similarly, it can be expressed in farless data. While the latter may permit only a few good things tohappen, the former forbids a large number of bad things. Thisrecommendation is counterintuitive to those of us who are part ofthe tradition of “least possible privilege.” This ruleimplies that a user should be given access to only those resourcesrequired to do their job and that all access should be explicit.The rule of least privilege worked well in a world in which thenumber of users, data objects, and relations between them wassmall. It begins to break down rapidly in the modern world of tensof millions of users and billions of resources. 

Data-based rules — Access control rules should beexpressed in terms of the name and other labels of the data ratherthan in terms of the procedure to be performed. They should beindependent of the procedures used to access the data or theenvironment in which they are stored. That is, it is better to saythat a user has read access to filename than to saythat he has execute access to word.exe . It makeslittle sense to say that a user is restricted to a procedure thatcan perform arbitrary operations on an unbounded set of objects.This is an accommodation to the increase in the number of data objects and the decreasing granularity of the procedures. 

Prefer single authentication service — Evidence ofuser identity should be authenticated by a single central processfor the entire enterprise and across all systems and applications.These systems and applications can be clients of the authenticationserver or the server can issue trusted credentials to the user thatcan be recognized and honored by the using systems andapplications. 

Prefer a single standard interface for invoking securityservices — All applications, services, and systems shouldinvoke authentication, access control, monitoring, and loggingservices via the same programming interface. The generalized systemsecurity application programming interface (GSSAPI) is preferredin the absence of any other overriding considerations. Using asingle interface permits the replacement or enhancement of thesecurity services with a minimum of disruption. 

Encryption services — Standard encryption servicesshould be available on every platform. These will includeencryption, decryption, key management, and certificate managementservices. The Data Encryption Standard algorithm should bepreferred for all applications save key management, where RSA ispreferred. A public key server should be available in the network.This service will permit a user or an application to find thepublic key of any other. 

Automate and hide all key management functions — Allkey management should be automated and hidden from users. No keysshould ever appear in the clear or be transcribed by a user. Usersshould reference keys only by name. Prefer dedicated hardware forthe storage of keys. Prefer smart cards, tokens, PCMCIA cards,other removable media, laptops, or access-controlled single userdesktops in that order. Only keys belonging to the system managershould be stored on a multi-user system. 

Use firewalls to localize and raise the cost of attacks— The network should be compartmented with firewalls. Thesewill localize attacks, prevent them from spreading, increase theircost, and reduce the value of success. Firewalls should resist attack traffic in both directions. That is, each subnetwork should use a firewall to connect to any other. A subnet manager should be responsible for protecting both his own net and connecting nets from any attack traffic. A conservative firewall policy is indicated. That is, firewalls should permit only that traffic which is necessary for the intended applications and should hide all information about one net from the other. 

Access control begins on the desktop — Access control should begin on the desktop and be composed up rather than begin on the mainframe and spread down. The issue here is to prevent the insertion of malicious programs more than to prevent the leakage of sensitive data. 

APPENDIX I
PRINCIPLES OF GOOD DESIGN
Prefer broad solutions to point solutions — Prefer broad security solutions which work across the enterprise, multiple applications, multiple resources, and against multiple hazards to those which are limited to or specific to one of these. Such practices are almost always more efficient than a collection of mechanisms that are specific to applications, resources, or hazards. 

Prefer end-to-end solutions to point-by-point solutions — Similarly, prefer encryption-based end-to-end security solutions that are independent of the network. The more sensitive the application and the more hostile the network, the greater this preference. Such solutions are more robust and more efficient than those that attempt to identify and fix all of the vulnerabilities between the ends of the path. 

Design top-down, implement bottom up — Design by functional decomposition and successive refinement. Implement by composition from the bottom. Prefer early deployment of those services and servers which will be required over the long haul. 

Do it right the first time — When building infrastructure, build for the ages. Do it right the first time. This strategy is more effective and more efficient than the “assess and patch” strategy that has been the approach to security in the past. 

Prefer planning to fixing — Similarly, work by plan and design rather than by experimentation. Necessary experimentation should be carefully identified, contained, and controlled. 

Prefer long term to short — Applications are becoming more sensitive and the environment more hostile. While one may consent to a plan that permits an early deployment of an application with a plan to deploy the agreed upon security function by a date certain, do not take a “wait and see” approach. 

Justify across the enterprise and time — Security measures must be justified across the entire enterprise and across the life of the application or the mechanism. By definition, security prefers predictable, regular, prevention costs to unpredictable, irregular, remedial costs. They should be justified across a time frame that is consistent with the normal frequency of the events that it addresses. Security measures are relatively easy to justify in this manner and difficult to justify locally or in the short term. In justifying security measures, weight should be given to the fact that applications are becoming more sensitive, more interoperable, and more important, and that the environment in which they operate is becoming less reliable and more hostile. 

Provide economy of safe use — Using the system safely should require as little user effort as possible. For example, a user should have to log on only once per enterprise, per workstation, per day. 

Provide consistent presentation and appearance — Security should look the same across the enterprise, i.e., applications, systems, and platforms. 

Make control predictable and intuitive — Systems should be supportive. They should encapsulate the special knowledge required by the manager and user to operate them. They should make this information available to the manager and user at the time of use. 

Provide ease of safe use — Design in such a way that it is easy to do the right thing. Penalties should be associated with doing the wrong thing (e.g., economy of log-on, user should have to log on only once per workstation, per enterprise, per day.) 

Prefer mechanisms that are obvious as to their intent — Avoid mechanisms which are complex or obscure, which might cause error, or be used to conceal malice. For example, prefer online transactions, EDI, secure formatted E-mail, formatted E-mail, E-mail, and file transfer in that order. The online transaction is always obvious and predictable; for a given set of inputs one can predict the outputs. While the intent of a file transfer may be obvious, it is not necessarily so. 

Encapsulate necessary special knowledge — Necessary special knowledge should be included in documentation or programs. 

Prefer simplicity; hide complexity — For example, all other things being equal, simple mechanisms should be preferred to complex ones. Prefer a single mechanism to two, a single instance of a mechanism should be preferred to multiple ones. For example, prefer a single appearance of administration, like CA Unicenter Star to the appearance of all the systems which may be hidden by it. Similarly, prefer a single point of administration such as SAM or RAS to Unicenter Star. 

Place controls close to the resource — As a rule and all other things being equal, controls should be as close to the resource as possible. The closer to the resource, the more reliable the control, the more resistant to interference, and the more resistant to bypass. Controls should be server-based, rather than client-based. 

Place operation of the control as close as possible to where the knowledge is and where the effect can be observed — For example, prefer controls operated by the owner of the resource, the manager of the group, the manager of the system, and the manager of the user rather than by a surrogate such as a security administrator. While a surrogate has the necessary special knowledge to operate the control, he knows less about the intent and the effect of the control. He cannot observe the effect and take corrective action. Surrogates are often compensation for a missing, complex, or poorly designed control. 

Prefer localized control and data — As a general rule and all other things being equal, prefer solutions that place reliance on as few controls in as few places as possible. Not only are such solutions more effective and efficient but they are also more easily apprehended, comprehended, and demonstrated. Distribute function and data as required or indicated for performance, reliability, availability, and use or control. 

APPENDIX II
REFERENCES
IBM Security Architecture [SC28-8135-01]

ECMA 138 (SESAME) (see http://www.esat.kuleuven.ac.be/cosic/sesame3_2.html)

Open Systems Foundation Distributed Computing Architectures (see http://www.osf.org/tech_foc.htm)

APPENDIX III
GLOSSARY
Architecture 
That part of design that deals with appearance, function, location, and materials. 

Authentication 
The testing or reconciliation of evidence; reconciliation of evidence of user identity 

Cryptography 
The art of secret writing; the translation of information from a public code to a secret one and back again for the purpose of limiting access to it to a select few. 

Distinguished User Name 
User’s full name so qualified as to be unique within a population. Qualifiers may include such things as enterprise name, organization unit, date of birth, etc. 

Enterprise 
The largest unit of organization; usually associated with ownership. (In government it is associated with sovereignty or democratic election.) 

Enterprise Data 
Data which are defined, meaningful, and used across business functions or for the strategic purposes of the enterprise. 

Name Space 
All of the possible names in a domain, whether used or not. 

PIN 
Personal Identification Number; evidence of personal identity when used with another form.

APPENDIX IV
PRODUCTS OF INTEREST
Secure authentication products — A number of clients and servers share a protocol for secure authentication. These include Novell Netware, Windows NT and Oracle Secure Network Services. A choice of these may meet some of the architectural requirements. 

Single sign-on products — Likewise, there are a number of products on the market that meet some or all of the requirements for limited or single sign-on. These include SSO DACS from Mergent International, NetView Access Services from IBM, and NetSP. 

•  SSO DACS (Mergent International) (see http://www.pilgrim.umass.edu/pub/security/mergent.html) 

•  NetView Access Services (IBM) (see http://www.can.ibm.com/mainframe/software/sysman/p32.html) 

•  SuperSession (see http://www.candle.com/product_info/solutions/SOLCL.HTM) 

•  NetSP (IBM) (see http://www.raleigh.ibm.com/dce/dcesso.html)

Authentication services — A number of standard services are available for authenticating evidence of user identity. These include: 

•  Ace Server (see http://www.securid.com/ID188.100543212874/Security/ACEdata.html) 

•  TACACS (see http://sunsite.auc.dk/RFC/rfc/rfc1492.html) 

•  Radius (see http://www.tribe.com/support/TribeLink/RADIUS/RADIUSpaper.html)

Administrative services — There are a number of products that are intended for creating and maintaining access control data across a distributed computing environment. These include: 

•  Security Administration Manager (SAM) (Schumann, AG) (see http://www.schumann-ag.de/deutsch/sam/sam.html) 

•  RAS (Technologic) (see http://www.technologic.com/RAS/rashome.html) 

•  Omniguard Enterprise Security Manager (Axent) (http://www.axent.com:80/axent/products/products.html) 

•  Mergent Domain DACS (http://www.mergent.com/html/products.html) 

•  RYO (“Roll yer own”) 
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PURPOSE OF A WRITTEN POLICY
Discussion of Corporate/Organizational Culture
The modern organization is not just a work place. It has developed into a complex relationship among people, equipment, and the methods and procedures used by both to create an effective and productive environment. Much of our daily procedure is not scripted, but comprises undefinable protocol, a dialogue interchange constructed “on the fly.” As a result, the task of defining and developing fixed policy can often seem like a fruitless exercise. Still, even in this dynamic, developing architecture, a defined, written policy is not just an academic endeavor but an essential element in good security operations. Several specific purposes exist for developing and using sound, written policies. Some of them are not optional, but are mandated by the industry or environment in which the organization operates. Others are purely voluntary, but can often make the difference between an effective organization and chaos. This section will address the development of a Security Policy, it’s rationale, and the benefits that can be derived from its productive usage.

Regulatory and Legal Requirements
The most obvious reason for developing formal policy is “because we have to.” Grant funding, handling of sensitive or hazardous materials, financial management, government or quasi-government organizations and medical, legal, and professional overseeing organizations are generally bound by common practices, many of which are reviewed and audited for compliance. Frequently, when public funds are being spent, personal information is being processed, or general health and safety issues are at stake, written policies and procedures are required. These methods help assure that safe and consistently correct procedures are being employed to conduct the work of the organization. Because the reviewers are few, and interested parties are many, these procedures allow focus to be tuned to the actual work result and not the method being used to produce it.

Baseline of Appropriate Professional and Personal Behavior
Another significant purpose for developing written policies and procedures is to help guide the practice and behavior of professionals who are often faced with a combination of rote tasks and judgment activities. In this category, accountants, lawyers, physicians, scientists, and other well-trained staff associates depend on such written methods to assure that their efforts have been directed along prescribed, accepted practices. By adhering to these policies and procedures, the actual person doing the work can be interchangeable, because the accepted way of completing the task is consistent from individual to individual.

Communication with Individuals at Other Times and in Other Places
In most organizations, staff members are encouraged (and expect), to be promoted through the ranks, leaving behind their old positions and functions and moving on to new tasks and new responsibilities. The general rule of promotability is often to demonstrate that the work being left behind can be adequately and properly performed by the person moving into the vacated position. Written procedures, often developed or refined by the incumbent, have assured that this transition can be accommodated effectively and efficiently. Such written policies can span the time between two people doing essentially the same job, and can also span the distance between people doing the same job in different offices, cities, or even countries. When followed, such procedures are invaluable to assuring the consistency and accuracy of the work that was done in earlier times, or is being done in locations that cannot be monitored constantly. Written policies and procedures in these instances are a method of maintaining constant communication with the knowledgeable person who developed or last enhanced the work plan, similar to the way an instructor or mentor might be onsite to help guide and advise the new position holder.

Vehicle for Collecting Comments and Observations
Nothing follows all specified rules and meets all expectations without exception forever. In this imperfect environment, organizations need a way to describe their expectations and to record any variances or special conditions that arise. Written standard policies and the special ways of handling unique situations can form a directory of operating procedures used in irregular or unique circumstances. These procedures can be used as a guide for helping others know the way rare conditions should be processed. They also can describe special situations observed or methods used, and can even describe the thought process and actual implementation plans that were devised when observations were made or the special needs arose. During review or as a learning tool, these comments and observations form a basis for describing new procedures or explaining the use of special conditions to other members of the organization or to process reviewers, auditors, or regulators, who were not present when the condition occurred.

Solicitation of Best Demonstrated Practices
Improvements are expected in any work process over time. Often changes that appear to be an improvement reveal difficulties that were not anticipated when conceived. On the other hand, new and creative methods of handling work tasks can result in improved methods for getting the work done more accurately, efficiently or with fewer difficulties. These improved methods are an iterative method of achieving what is termed a “Best Demonstrated Practice.” This can be the result of an improved method of performing the function repeatedly, or the result of comparing how the same function is being performed in different areas of the organization or even among several organizations. In the cases where perceived improvements fell short of their glorious expectations, written descriptions of the issues faced and the reason the new idea did not materialize can help future users of the procedure see and avoid duplicating the efforts that proved unsuccessful. These same written procedures can document the improved method and enhanced functional policy in a way that can be easily distributed to others and recorded in the formal description of the organization’s work tasks. Similarly, written descriptions of current practices can be distributed to a wide audience for review, reflection, and enhancement, resulting in development of new Best Demonstrated Practices.

Tangible Reflection of Management and Technical Directives
Finally, written policies and procedures form a key component of the management opinion system because they reflect intangible operations, management, or technical directives that are often the result of board room or conference room discussions. As practical and workable derivatives of these policy statements, the written procedure ties the abstract philosophy to the concrete work task. If the directive is understood, it must be translated into a written policy statement and/or process description that is clearly written, specific, and unambiguous. The policy and procedure statement in any organization, especially as it relates to computer security practices, is where the executive mentality is manifested in the day-to-day organization operations. Without the practical implementation, management direction is no more than rhetoric that can’t be tied to specific job functions and output quality and quantity.

TYPES OF POLICIES
Regulatory
Many organizations are not totally at liberty to decide whether to develop and carry out Security Policies, or even what some of those policies must contain. Usually, these organizations operate in the public safety or public interest, are managing or administering funds or assets for their constituents, or are frequently held to close public scrutiny. The format and content of these policy statements are generally defined as a series of legal specifications. More specifically, they describe in great detail precisely what is to be done, when it is to be done, who is to do it, and may provide some insight regarding why such an action is important. Typically, this type of policy document is not widely distributed outside the particular area for which it is intended because it includes specific reference to job functions, transactions, and procedures that are unique to the organization. They are, however, often distributed to similar organizations who have the same directives and purpose. For example, security provisions directed toward a particular government entity that determines tax rates might be shared with other entities in other jurisdictions with the same objectives.

The rationale for establishing this type of policy is generally twofold (other than the explicit purpose for protecting the accuracy, confidentiality, or availability of data or functions). The first key purpose is to establish a clearly consistent process. Especially when involved with the general public, organizations must show uniformity of how the regulations were applied without prejudice. The second purpose is to allow individuals who are not technically knowledgeable in the process themselves to have confidence that those who are doing the process are doing it correctly. For example, a policy might be established that requires two employees to supply a password before a check can be printed that exceeds $500. This assures the regulator or reviewer that an individual has at least consulted with one other authorized individual before committing the funds. This policy can be effective at reducing careless errors and dissuade individuals from stealing funds without being caught.

A regulatory type of policy has certain restrictions or exclusions. For example, it is not very effective in a situation where individuals are making judgments based on the facts and environment of the moment, like the decision to send an ambulance to rescue a victim of an attack. The extensive steps involved in the process can impede the completion of the mission, which is to provide for the safe rescue of an individual in danger from sudden illness or injury. Methodical adherence to policy can risk further injury or even death. Other situations where this regulated policy is less effective is when the situation requires frequent variations from the prescribed method. A policy that has many exceptional conditions can be cumbersome, difficult to enforce, and can lead to a lax atmosphere where staff ignores the policy because of the high probability of finding an exception that applies in each situation.

These kinds of policies have been in place since policies were first developed, and will probably continue to be found in our civilized culture, irrespective of how advanced or technically proficient we become.

Advisory
A second type of policy is one which suggests (perhaps in very strong terms) an action to be taken or a method to be used to accomplish a given function. The objective of this type of policy is to give knowledgeable individuals an opportunity to identify easily and quickly a standard course of action, but still allow latitude for judgment and special circumstances that may apply. Although these policies are not rigorously enforced, the cost of not following this type of policy is usually stated in the policy. In most cases, this caveat is presented not as a warning, but in an attempt to allow the persons referencing this policy to reach an informed decision regarding their use of the policy as stated or if they would choose to use another method not specified in the policy itself. These risks or costs could include:

•  Possibility of omitting information needed for a valid decision. 

•  Failing to notify appropriate decision makers needed to complete the process. 

•  Missing important deadlines or due dates essential for success. 

•  Lost time reviewing use of a nonstandard process with auditors or management. 

These risks could be of substantial consequence to the successful result of the work. The ultimate cost of not following the prescribed policy could be, at least, loss of productive time spent in explanation or defense of the procedure used. In extreme situations, the validity or accuracy of the process could be jeopardized or the successful completion of the process could be lost or delayed in the process.

This type of policy has several opportunities for possible restrictions or exclusions. Its advisory nature may only apply to more experienced, professional users. For others, it may be a required policy. It may also only apply in certain types of procedures. For example, a policy may require two authorizing signatures to obtain a password for changing a production computer program. This policy may only be advisory under normal circumstances. Under special circumstances, such as during an off-shift error correction or due to vacation or absence of a key individual, it may be disregarded or replaced with an alternate policy. Where possible, exceptional situations should be described or identified in the policy itself.

Informative
The least directive form of policy statement is one that simply informs. No implied actions are expected and no penalty of risk is imposed for not following the policy. It is simply as the name states: for information.

The audience for an informative-type policy can be literally anyone who has the opportunity to read it: individuals within the organization as well as those who have no opportunity to directly interact with the group. This type of policy, although it may seem less strict than the regulatory or advisory policies, can frequently carry strong messages and provide for severe consequences. For example, this informational policy can state that further use of this system or process is restricted to authorized individuals only and violators will be prosecuted. Clearly informational, clearly of no consequence to those who are authorized, but implying severe consequences for nonauthorized individuals who persist in violating the intent of this policy.

Although intended to inform as many people as possible, this type of policy is not automatically directed to the general public. Possible restrictions or exclusions may exist that would limit this type of informative policy. It may contain information that is proprietary or sensitive. Consider this example: a policy states that users with a LAN ID must change their passwords every 60 days, however, those with mainframe access must change it every 30 days. Although it may seem innocent, several key bits of potentially confidential information are revealed: that this organization has both LANs and mainframe access; that the mainframe contains more sensitive data, and that most people will probably set their new password every month, resulting in an expected increase in the number of calls for password reset or inquiry transactions on the last day of a month with 31 days.

The usual method for directing authorized individuals to more detailed information and further policies is to refer to alternate policies for more information. This allows for the informational policies to be widely distributed with little risk, while most information that may be sensitive is contained in a policy not widely distributed. In the example cited above, the informational policy could read: “Passwords will be changed in accordance with department standards. See your Department Password Policy for further information.” This would advise everyone of the existence of a policy, but only divulge the specific content of the policy to those with legitimate right of access. For well-developed policy statements, where alternate policies are referenced, care must be taken to assure all cited references and sources are kept synchronized.

COMMON COMPONENTS OF ALL POLICIES
Generally, all well-developed policies share the same common components. Some may be formatted so that the components are explicitly identified. In other cases, the components are more subtle, requiring a thorough reading to pick out each one. Irrespective of whether the policy is explicit or implicit in its component description, nearly all effective policies contain the ten items described as follows:

Statement of Policy
The statement of policy is the most important item in the document. As such, it should be brief, clearly worded, and state in action words what is expected. A Statement of Policy is best if it can, on its own, give the readers sufficient information to decide if they are bound to adhere to the provisions of the policy, or whether this particular policy does not apply. It should also be worded to imply whether it is a policy chiefly oriented toward people, procedures, equipment, money, or communication.

Authorizing Executive/Officer
The second most important item in the policy document is the name and especially the title of the individual authorizing the policy. Most often this is an officer or senior executive of the organization. The policy should be one of which the authorizing executive is aware. Consequently, it should not be an artificial highly positioned officer or it may be successfully challenged without a knowledgeable defender. The authorizing executive similarly should not be one that is too many levels down in the organization chart, or it may be frequently overruled or given exceptions by other higher-ranking officers.

Policy Author/Sponsor
The name of the individual, or in some cases, group, that sponsors or develops a policy should be included on the policy document. Any questions of interpretation, minor wording changes, or clarifications can best be communicated directly to the author or sponsor, thus relieving the organization of the formal process for amending or replacing a policy after initial approval has been given.

Reference to Other Policies and Regulations
Often, policies are related to other policies that already exist or are being developed concurrently. Because changes to these referring policies may affect related policies, this reference makes maintenance of the policy structure easier to administer and more responsive to normal changes.

Measurement Expectations
Conforming to policies is not always followed with a “Yes” or “No” answer. Sometimes policies can be followed in degrees. For example: a policy states that “All departments with over 100 employees must have two named security officers.” If a department has 80 full-time employees and 25 half-time employees, should they be counted as over or under the 100? In this instance, a clarifying statement can be added as a measurement expectation that describes what constitutes an employee: actual head count or full-time equivalent. It should also clarify whether the security officer must be a full-time or a part-time employee.

Even if adherence with policy is a binary state, whether the answer is “yes” can be somewhat judgmental. It is best to avoid wording that leads to judgment calls, but sometimes these issues are unavoidable. Consider a policy that states that each employee with over 10 years of experience must register as a “key employee.” If employees complete an established “key employee” registration form, but complete it incorrectly, are they registered in actuality? Again, a measurement of what constitutes a legitimately registered key employee should be included in the policy.

In general, conditions that serve to clarify the policy but would make the wording overly complicated or long-winded can be included in this item of the document.

Process for Requesting Exception
Just as important as stating the policy, is stating the process for which exceptions can be requested. If no exceptions are possible, this should be so stated. It is important not to describe the conditions under which exceptions are granted, only the process. Being too explicit in defining the acceptable exclusions will lead to receiving an abundance of similarly worded exception requests, many with a marginal basis for authorizing the exception. 

Process for Requesting Change of Policy
Very few policies stay unchanged forever. Successful policies have a built-in procedure for spawning their successors. In some instances the change may only require a technical review — in others, a full justification may need to be presented including a process for retrofitting old methods, grandfathering previously approved processes, or revalidating and reinforming the intended audience. Either end of the spectrum or any point in between is likely and acceptable, so long as it is stated in the original policy itself.

Action Upon Violation(s)
The only action item that should not be included in this part of the document is “None.” A policy with no action upon violation should not be made a policy. It should rather be part of a suggested procedure or advisory comment. At the very least, action upon violation should be an acknowledgment by the violator’s supervisor that the policy has not been followed. From there, repeated violation may result in either employee job performance action or in a change of policy to make it more in line with the apparent procedures that work best. 

This item should not restrict the organization’s capacity to act, especially if the policy is regulatory in nature. A policy that is written to require compliance must show penalty if violated. Failure to do so may result in the organization being held responsible for the violator’s actions by virtue of nonenforcement. It is advisable in appropriate situations that the policy state something to the effect of: “...violation may result in termination of employment and/or legal action.”

Effective Date
All policies should be given a date for which they will be effective. This should not be earlier than the release date of the policy, but prior events can be included as a Measurement Expectation or actually stated in the Policy Statement itself.

Sunset or Review Date
Finally, every policy should be subject to an expiration date, or at least a reconfirmation date. Including this date in the policy statement assures that the document will be given a periodic review. In that way, old policies can be updated, obsolete policies cleared out, and new requirements smoothly blended into a living document more likely to be held in high regard by the intended audience.

POLICY WRITING TECHNIQUES
Writing a policy is like writing legislation. Very few people have the knack for it right away, but with some experience and guidance, nearly everyone can start writing policies and, in time, become fairly proficient at turning out a document that is easy to understand and holds substantive weight in the organization. The following are a few tips to jump-starting your policy writing methods. With practice, the concepts will become second nature and will literally flow into each policy statement.

Jargon-Free, Simple Language
Often, computer policies are written by computer people. This presents the common complaint that only computer people can understand them. This condition is not really an industry issue. For years, the public has been aggressively trying to remove legal jargon from general laws, insurance jargon from insurance policies, and other technical jargon from documents that should be read by nontechnical people. Any organization’s policy statements should be written to follow the same guidelines. Technical terms, especially acronyms and abbreviations, should be avoided if possible, and if their use is absolutely necessary they should be defined as an additional part of the policy statement. The language should be written in the subjective form with as much general conversational language as feasible. For example, the policy worded: “Before using a new diskette, it must be formatted” is easier for a nontechnical person to understand than “The execution of a DOS FORMAT is required prior to the initial use of a DSHD diskette.” 

Steady-State, Eternal Focus
Policies are best if written as though they have existed forever and will continue to exist long into the future. Therefore, unnecessary specific references to current computer architecture, software products, or technologies should not be included in a policy statement. Similarly, references to specific people by name, phone numbers, mail stations, floors, and other changeable information should have limited use in a policy statement. Wherever possible, refer to titles, names of job functions (which could be identified by person in an additional document), departments, or even departmental representatives whose job responsibilities are to direct questions to appropriate staff in the area.

In addition, the policy should be in a form that is understandable by people who may be outside the organization, such as auditors, regulators, customers, and even the public who may stumble across the policy statement.

Position Independent
Because anyone may be reading and attempting to follow the prescribed policy, it should be written without regard to the reader’s position in the organization. Avoid phrases such as “your manager,” “the Vice President...” or “your subordinates/co-workers.” The reader may be the President, who would not find it essential to check with his or her “manager,” or may be someone who works for a customer company. “Their supervisor” may have nothing to do with your organization’s policies.

Techniques and Methods
To be clear and informative for readers and also to provide your organization with a basic level of security, policies should avoid the use or description of particular techniques or methods that define unique ways of conducting business or interacting within your organization. These descriptive elements may appear in operation manuals or procedure manuals, but should be, at most, referred to in policy statements.

Contact Persons
All well-written policies can expect to have readers that may not completely understand the context of the policy, or may just want to discuss some aspect of the policy with its author or responsible party. Providing the name of a contact person is an essential link to the reader being able to express opinions, ask questions, or verify their understanding of what has been written. This is one of the few times when an actual person’s name is included in the policy document. Although the best resource for answering policy questions may be the author or authorizing executive, it is essential that the contact person have the time and job description necessary to provide adequate support. The degree to which the policy is given due respect is often related directly to how important it is for the organization to support and administer the policy. One way this priority is conveyed to the general policy audience is by making sure questions can be directed to an individual and that responses are timely, accurate, and supportive.

References to Other Organizational Entities
Often a policy statement will need to refer to other organizational entities: divisions, groups, departments, or other named functions. These references should be explicit and clear. They should also be kept as functional as possible. “The General Counsel” is preferable to “Jim Marshall, Corporate Attorney” when referring to the organization’s chief legal advisor. The reader should be left with no uncertainty with reference to other entities. This includes unclear department descriptions and also individuals who may not be in their current position indefinitely.

Responsibility for Adherence
The policy should state who is responsible for adhering to the provisions specified in the policy. The most frequent reason given for not adhering to stated policy is “I thought it didn’t apply to me.” The most effective way to remove this excuse is to state exactly who must conform to the instructions of the policy. If everyone is obligated to adhere to the policy, say so. If a group of people are excluded, the policy should be worded to include all those who are to conform. For example: “This policy applies to all employees except those with off-hours access” is better than simply stating “This policy does not apply to employees with off-hours access.”

Responsibility for Enforcement
Finally, well-written policies include an explicit identification of the individual or group of people with the responsibility for enforcing the policy. This can include those responsible for ongoing monitoring compliance, auditing adherence, and assuring uniform application of the policy across all areas of the organization. If more than one area has a special responsibility, each area’s responsibility should be described fully and concisely.

EXAMPLES OF ESTABLISHED POLICIES
Some policies have become models of how well-written policies can be developed. Many of these policies have been developed in the public domain, but their applicability is equally appropriate for private sector and international organizations as well. As a model, let us make an example of the sample Policy in Exhibit 1 regarding use of company E-mail. It contains the key elements of a policy that can be understood and achieves acceptable levels of compliance. The intended audience is clearly stated, the policy is free from jargon, it describes what is expected and identifies who to contact if there are any questions or issues that arise from publication of this policy. Missing from this text, but included in the publication where this and other policies are distributed, is the date when this policy would be up for review and possible reconsideration. A general rule of thumb is to review all policies every 5 years on a rotating schedule so 20% of them are subject for evaluation each year. More volatile policies may be reviewed more frequently and, of course, as issues arise policies may be redrafted and modified to suit changing requirements and technologies.

International, Functional
Some international organizations have developed policies that attempt to organize and direct the flow of information and the conduct of trade between countries. There policies frequently are mutually agreed upon by participating countries, and often have little or no provision for enforcement. Developed to facilitate communication, these policies are easily translated and provide the basis for effective and efficient conveyance of tangible and intellectual property. Examples of these types of policies are international copyright provisions, IEEE electrical component standards, and data communications exchange protocols and formats. The risk of noncompliance is more a failure to operate properly than breach of agreement. In this regard, these types of policies are selfenforcing.

In other instances, standards are functional and provide more instructional and directive guidance. The enforcement of these policies is often relegated to participant discussions and expectations of cooperation. Several examples exist of these types of policies, especially in the Computer and Information Security arena. Consider the following:

TCSEC, ITSEC, Common Criteria
The Trusted Computer Security Evaluation Criteria (TCSEC) developed by the U.S. government and the Information Technology Security Evaluation Criteria (ITSEC) initiated in the European community along with a third document, known as the Common Criteria form the basis for measuring and evaluating systems with regard to their security capabilities.

The TCSEC standard takes into account five aspects of security: the system’s ability to provide security defined by a security policy, the accountability mechanisms, the operational aspect of security, system life cycle security assurance, and the documentation developed and maintained about the system’s security aspects.

The ITSEC standard was initiated by combining the British, German, and French standards into a single European policy.

The Common Criteria is an attempt in progress to normalize both the TCSEC and ITSEC to make it universally acceptable.

Security Technical Reference Materials
Numerous organizations and sponsors have drafted technical documents for general reference as policies and for establishing security measurements in the public and private sector. NIST maintains a clearinghouse for such documents published in public sectors and contributed by private organizations. Other organizations maintain numerous reference materials. Because this list is growing continuously, the most up-to-date reference for the documents in this category can be found by browsing the Internet with the subject “Security and Privacy.”

Trusted Computing
Several important documents also exist to help establish policies and standards for trusted computing systems, trusted data bases, and trusted communications protocols. The most common reference policies dealing with trusted computing in the U.S. are the documents of the Trusted Computer System Evaluation Criteria (DoD 5200.28-STD), also known as the “Orange Book”.

Security Classes
Common evaluation procedures have been applied to various systems in an attempt to group the commercial products into common categories according to their capability of securing data and procedures they administer. As a result of this evaluation, security classes have been established and are used by system suppliers to place their security capabilities in one of several categories. The TCSEC offers the following four categories:

A  — Formal proven security provisions. 

B  — Mandatory access policies enforced. 

C  — Discretionary access protection. 

D  — Minimal security enabled. 

The ITSEC offers two categories for each system. One category for the security Functionality (F), and a second category for the European assurance (E). Therefore, a classification under the ITSEC policy might look like F4/E3.

Classes also exist in the Common Criteria, but since this document, intended as a universal interpretation of both the TCSEC and ITSEC, is still in draft, it should be referenced directly before using any information attributed to the Common Criteria.

More information is available regarding these categories in the TCSEC, ITSEC, or Common Criteria documents.

Transborder Data Controls
Several policies and standards exist to identify policies regarding transmission of data between countries. Because the individual countries can change their regulations and because technology often presents many new challenges not anticipated by existing regulations, the source of the most thorough and accurate data control policies exists on the Internet. One of the recent documents available on the Internet is from the Netherlands. To reference it, use a world wide Web browser with the subject “Transborder data security.”

National
In the U.S., two publications represent the most widely referenced security policies. Often used as a model for organizational policies large and small, the DoD Orange Book, and the National Computer Security Center (NCSC) Technical Guidelines known as the “Rainbow Series” because the topics are published individually in a small booklet, each of which has a different brightly colored cover. Contact the NCSC or National Institute of Standards and Technology (NIST) to obtain more information or to be placed on the mailing list to receive updated copies of these publications.

PUBLICATION METHODS
Defining and constructing an excellent policy is not all there is to developing a complete and effective policy statement. To be truly effective, it must be well communicated to the intended audience in the most effective way possible. This includes selecting a publication media that conveys the policy most effectively and also can be updated and distributed as often and as easily as necessary.

Policy Manual (Volumes)
The old standby of policy promulgation is the Policy Manual. This can typically span multiple volumes and be divided into functional interests so that it can be reproduced and distributed throughout the organization according to the particular subject area and the need for reference. The most widely used publication in an estimated 90% of all organizations, the Policy Manual can most often be found in the Human Resources department, the Internal Audit department, or the Employment department.

Although it is widely used, the Policy Manual has some drawbacks. Because it is a paper media, it can be costly to reproduce, tends to be bulky and, the most severe drawback, gives the reader no clue regarding the current status of the policies included in it. Many existing Policy Manuals are out of date, have pages and pages of unposted updates stuffed somewhere in the binder, and are organized well for textbook reading, but poorly for reference.

Nevertheless, the Policy Manual has several considerable strengths. It is generally easy to recognize, it can be created piece by piece without a large single investment of time and resources, and it can be reviewed and read anywhere there is proper lighting; at home, on public transportation, in the workplace, on even outdoors in a park.

Personnel Contact Guides
Some organizations have developed personal contact guides, or individual manuals designed to identify policies for the most frequent relationships that each individual could expect within their job function. Often this is the easiest method for the individual to follow, but it takes a great deal of time and preparation to be an effective option. Each job function needs to have listed a complete list of job functions, and for each job function a list of personal contacts.

If these lists of functions and contacts is thorough, the policies can be a personal guide to how to interact with other people, information resources, communications, and the production components of the organization. Few organizations can muster the discipline to put the personnel contact guides in full production, however this method can be effective for many of the key interpersonal operations and critical standards that need to be well defined to the satisfaction of industry regulators, auditors, or policy reviewers.

Departmental/Functional Brochures
In most organizations, the departmental and functional focus has been used as an effective alternative to the volumes of policy manuals. Using this method, a smaller number of procedures can be developed and put into more compact form. They are often easier to communicate to staff members, and clearly more easily modified and updated. Because the manuals are smaller, the policies can be generally communicated in small department or functional meetings. The written policy is similar, but the communication at a department or functional level allows the policy to be internalized and used more fully by the department and the individuals within that department more quickly than in a multivolume policy manual.

Online Documents
Technology and software tools have introduced the potential for a policy manual developed entirely online. Not a single page of paper is used, not a single binder, but a comprehensive set of policies and procedures is available through online text viewers. Of course, if individuals wanted to print copies of the policies they would be able to use the local print tools to do so. The online method is effective at offering a single, standard copy of the official policies simultaneously to all parts of the organization. It can only be effective if the online version remains the official policy, discouraging the use of printed copies, which might depict policies that are not in force or have been superseded.

Although there are some operational challenges that face the use of online documents as a sole method of policy deployment, this method is gaining popularity because of the decentralized costs required to develop or communicate these policies to each person. Other challenges remain in effective distribution of online documents, for example, how to communicate parts of internal documents to external organizations and individuals. Present methods involve publishing such documents on the Internet or a limited access intranet.

SUPPLEMENTS TO WRITTEN POLICIES
In many organizations, policies have been augmented by other nonprinted media to enhance their usefulness and make them more appealing to the intended reader. These supplements can include all types of communication media and integration styles. Chiefly used as a supplement to the printed policy, these features generally require some kind of electronic or specialized media for them to be fully effective. As a result, the use of these policy supplements is encouraged mostly within the office, and only occasionally at home.

Video/Audio Publications
Many organizations recognize the recent trend toward employees who work at home and have started using media available in the home to provide supplements to “official” policies. Videotapes and audiotapes can provide employees with quick reference, and often are more entertaining and able to capture attention more effectively than print media. As the communication bandwidth increases, these policy supplements can be viewed or played remotely without the need for physical media whatsoever.

Computer-Based Policies
Policies are frequently linked to measurement or enforcement methods that are based in the computer systems. Recently, procedures have been developed to help monitor and enforce standards and policies with reduced or no personal involvement by auditors, reviewers, or management.

Tests and policy monitors have been developed to process program code and command files against a set of automated standards “rules.” Results of these batch processes can be returned to the program or procedure writer for update based on the findings of these monitoring packages. Generally, with each comment or marked violation a text narrative of the standard itself is provided, helping the developer to read and apply the standard to the work being done. Although helpful, this process can often lead to ad hoc program and command development that can circumvent obsolete or inappropriate standards. Batch review procedures, if tightly enforced, can often fail to accommodate special situations that can be essential for proper and efficient business operations.

Less strict methods can be used to provide an informational review of methods in view of accepted policies. This approach is generally monitored by an audit or security compliance group that reviews the results of the process evaluation and can choose to implement the method over the difference with policies, or can send the method back to its developer. Although this technique doesn’t replace the human judgment factor, it helps to highlight technical issues that may be hiding in large or complex programs or commands. As a result, the reviewers’ task can be completed quicker and with greater accuracy, allowing them to spend more time developing effective solutions rather than measuring current shortfalls.

In some special situations, policies are joined with the development of the application in a real-time mode. Through editors or precompilers, standards and policies can be enforced as the commands are written. This technique requires significant effort to bring the real-time monitor into production, but can help guide developers toward node compliant code without the moans and groans often heard when a completed element requires major rewriting because of the policies that existed, but were unknown when the component was developed. Programmers and systems technicians are advised of standard methods as they are developing code, not as an added check once they’ve been completed.

Another popular technique to offer policy and procedure advice is with “help” screens and buttons that can be invoked as necessary or when desired. This technique has been used effectively in several areas. One location for a “help” button which yields a positive effect is on the sign-in or log-in screen. Simple policies and techniques can be presented to those who use the organization’s computer as they are initially entering the system. Policies like password change guidelines help in selecting effective passwords, file storage and use methods, and official use policies are well placed at initial entry. This technique works well when different policies are introduced in a few words, with a button available to provide more detail when desired.

Standard “help” text can also be developed and added to several input or processing screens. This help text normally is used to explain more about the individual application, but can also be used to provide guidance regarding policies that are in effect for this application or this function. It is important to remember that this method is best used as a supplement to written procedures. Brief summaries or help screens are not generally formatted to contain all that the written text of the policy is designed to contain.

Classroom Experiences
Many organizations offer opportunities to develop or improve existing policies in a classroom or workshop setting. This experience can provide several benefits to developing useful and effective policies. In addition to the specifics of the policy itself, the classroom offers the opportunity to learn from other attendees regarding methods and wording that worked in a variety of settings. Different viewpoints are offered by participants, and the attendee has the opportunity to make contact with others after the session has ended. Sometimes these sessions are offered for several industries in a community or functional setting. Sometimes they are for a single industry or industry group. Both settings can be effective, offering either a focused view from similar viewpoints, or a broad range of options presented from different perspectives.

Internet/Intranet Exposure
The final, and recently one of the most popular, way to supplement or add to existing policies is through facilities available on the Internet. Using search engines from the Internet, many policies can be identified and reviewed. Some can be used entirely or in part to provide useful ways of defining key organizational issues. These policies can then be offered for comment and final approval over an internal network or intranet.

For this and all policy supplements, each organization has a culture that works best in some environments and can be ineffective in others. Before spending time and effort looking to offer a supplement to written policies, each option should be selected carefully and thoughtfully.

POLICY DEVELOPMENT DIRECTIONS
Effective policy development can take advantage of many of the leading trends in technology to become easier to use, more accurate and current, and generally more appealing to the intended audience or reader. Several of these new developments are discussed here, but creative policy writers can, and will, think of new and creative ways to develop, distribute, and communicate policies.

Context-Sensitive Policies
The advent of hypertext in the workplace makes it possible to place a “tag” next to key words and phrases that can be used to refer to other documents, pictures, or audio/visual objects. Use of corporate intranets can allow process descriptions and standard operating procedures to be developed with hypertext links to the related policy statements or phrases that apply to each element in the document. In some instances, a small text window can be displayed when the cursor or mouse pointer is at rest or “hovering” over the place where the policy may be applicable.

This current policy distribution method is not just a nifty high-tech text application, but it actually blends the organizational policy into the operational methods in a seamless and unobtrusive manner. Rather than going to the Human Resources department, or pulling a book off the shelf, staff members can access the latest copy of “official” policies real time, while work is being done. This results in less interruption, heightens productivity, and results in more awareness of policies. These factors can give management the confidence to know that policies have the best chance of being followed, and operations are more consistent and can lead to higher efficiency.

Shared Experiences Among Corporations
We are also operating in much more of a global workplace. The Internet, World Wide Web, widespread electronic text mail, news groups, voice mail, video conferencing, pagers, and distributed client/server applications give everyone a new sense of global awareness. With a few keystrokes, mouse clicks, or a phone speed dial, functions from many companies can be linked for a discussion and dialog on a variety of subjects. Often, policies and procedures are among those topics shared among corporations. The most popular computer security or other technical presentations deal with the development of working policies. The topic itself is popular, and within that topic the most sought-after document is the “sample policy” or working example of how others have said and done the same thing.

With certain limitations surrounding antitrust or trade secret issues, these policies are shared readily and frequently on a global basis. Personnel policies, password policies, data backup and recovery, application change procedures, and other similar structural issues are distilled to common elements and exchanged over and over between peers.

In this regard, the industry standards used for common business functions such as GAAP for accounting are extended to many areas of the organization, especially when dealing with the dependable, effective, and secure use of computing technology.

SUMMARY
In summary, the use of well-written, effectively communicated policies can greatly help an organization preparing for the twenty-first century and beyond cope effectively with the complex issues that pervade the work space. They can help bring organization out of chaos, efficiency out of waste, and clear direction out of confusion. The development of policies and procedures will continue, and those who develop them will play an ever-important role in the dependable operation of organizations from all industries and services, and in all sizes.

Domain 5
Computer Architecture and System Security 


This domain addresses computer organization and configuration, and the controls that are imposed at each layer of the system architecture. Chapter 5-1-1 describes the broad spectrum of security vulnerabilities and threats to information security. The author discusses the individual components of the computer architecture, how they influence systems security, and what mechanisms can be applied to safeguard the system.

In today’s distributed computing environment, where business users are empowered with information on their individual desktops, each user, by default, becomes accountable for the security of computing resources and resident information. It is incumbent on the Information Security Program, therefore, to establish and enforce policies and procedures that extend to the local area network and personal computer.

Chapter 5-2-1 encompasses an extensive litany of subjects that must be addressed at the desktop, including physical security, viruses, access controls and encryption, along with operational issues such as backup and recovery. The author makes a valid point that, essentially, the risks and threats are the same at the desktop as those on the mainframe, albeit on a different scale. Thus, it is necessary to apply the fundamental controls to this distributed environment as well.

Chapter 5-3-1 introduces a unique thesis on information security, that is, security should be integrated into a systems integrity engineering discipline, which is realized at each level of the organization. From this perspective, the author provides a granular look at the construction of internal controls within decentralized systems, dispersed systems, and cooperative systems. The chapter offers an in-depth narration on organizational change, illustrating how various protection strategies are implemented based on technological infrastructure. Ultimately, the author asserts that adequate security safeguards and mechanisms must be built in, not added on — a time-worn but valid assertion which technology vendors still do not heed.

Section 5-1
Computer Organization and Configuration 
Chapter 5-1-1
Secure Systems Architecture 
William H. Murray
Many security problems and the information system security procedures for solving those problems are rooted in the way that computer systems are organized and used. This chapter addresses several security vulnerabilities and the types of attacks that they expose systems to. It then discusses the basic elements of system architecture and explains how they may affect system security.

Information systems security attempts to account for problems presented by certain aspects inherent in the use of computers. For example, the sharing of hardware across computing processes presents a particular set of problems. The difficulties of information systems security began to be identified during the 1960s, when concurrent sharing of computers began. Computers had been shared among applications and users almost from the beginning. However, most of this sharing was serial rather than concurrent — that is, one job used all of the computer for a period of time, and upon completion, another would begin. This always presented a compromise to the confidentiality of data; if a job left any data in memory, that data could be captured by the subsequent job. Because few jobs used all of the resources of the computer and because of the very high cost of those resources, users immediately began to look for ways to better exploit their use by sharing the computer concurrently across multiple jobs or users.

Even if there were no economic reason to share hardware (and this motive diminishes as the cost and size of hardware decreases), it would still be necessary to share data. Data sharing permits information to be transferred from one individual to another. Although this sharing of data represents an increase in the value and utility of the data, there is a corresponding reduction in its confidentiality.

In addition, the power, generality, flexibility, scope, and complexity of the modern computer make it error prone and increase the difficulty of determining how it was intended to be used. Most of the behavior of a modern computer is controlled by its stored program. Because computer programming is very complex, the program may not always be a true implementation of the programmer’s intention — even when the programmer has the best of motives and the highest of skills. For example, if the programmer fails to anticipate and provide for every possible input, the program may cause the computer to behave in an unanticipated way.

Because the behavior of the computer is so complex, it is often difficult to determine whether the computer is performing as intended. Sometimes the output is used so quickly that there is little time for checking it. In other cases, the output is such a complex transformation of the input that it is difficult to reconcile. Therefore, it is not always possible for users to know whether the information or programs they are using are accurate.

Hardware sharing, data sharing, and the complexity of computers are common aspects of computing. They present certain vulnerabilities to the information on the system, however, that the information security program must address. The following section discusses several of the vulnerabilities commonly encountered in computing environments.

Contamination and Interference
Most computers are unable to distinguish between programs and other data. In many, a program is unable to recognize itself. Therefore, it is possible for a programmed procedure to overwrite itself, its data, other programs, or their data. This happens frequently by error; it may also be done deliberately.

It is possible for one process operating in the computer to interfere with the intended operation of another. Again, most of this happens by error but may be done deliberately. Most of it is obvious (i.e., job failure); a small amount may be subtle and difficult to detect.

Changes Between Time of Check and Time of Use
Conditions that are checked and relied on but not otherwise bound can be maliciously changed between the time of check and the time of use. This vulnerability can be reduced by increasing the number of checks, making them closer to the time of use, or by binding the condition so that it cannot be altered. (Binding is accomplished by resolving and fixing a meaning, property, or function so that subsequent changes are not supported and will be resisted.)

Unenforced Restrictions
Early systems, in which storage was costly, often relied on users and their programs to not attempt certain actions. Although modern systems can detect and prevent such actions, these early systems could not afford the storage and programs to do so. Most of these actions would produce unpredictable results and were not directly exploitable; however, a few produced exploitable results.

Similar problems appear in modern systems. For example, a UNIX user directory program, fingered, may fail to enforce the restriction on the length of its input. The storage beyond the input area is occupied by a privileged program. An attacker can easily exceed the expected length of the input with a rogue program, which can then be executed under the identity and privilege of the overwritten program.

Covert Channels
The term “covert channels” is most often used to describe unintended information flow between compartments in compartmented systems. For example, although compartment A has no authorized path to do so, it may send information to compartment B by changing a variable or condition that B can see. This usually involves cooperation between the owners of the compartments in a manner that is not intended or anticipated by the managers of the system. Alternatively, compartment B may simply gather intelligence about compartment A by observing some condition that is influenced by A’s behavior.

The severity of the vulnerability presented by covert channels is usually measured in terms of the bandwidth of the channel (i.e., the number of units of information that might flow per unit of time). Most covert channels are much slower than other intentional modes of signaling. Nonetheless, because of the speed of computers, covert channels may still represent a source of compromise.

The possibility of covert channels is of most concern when system management relies on the system to prevent data compromises involving the cooperation of two individuals or processes. Under many commercial processes, however, management is prepared to accept the risk of collusion. The system is expected to protect against an individual acting alone; other mechanisms protect against collusion.

The Department of Defense mandatory policy assumes that a single user might operate multiple processes at different levels. Therefore, the enforcement of label integrity might be compromised by covert channels. Under the mandatory policy, the system itself protects against such compromise.

TYPES OF ATTACKS
Attacks are deliberate and resourceful attempts to interfere with the intended use of a system. The following sections discuss types of potential attacks.

Browsing
Browsing, the simplest and most straightforward type of attack, is the perusal of large quantities of available data in an attempt to identify compromising information. Browsing may involve searching primary storage for the system password table. The intruder may browse documentation for restrictions and then test to identify any that are not enforced. Access control is the preferred mechanism for defending against browsing attacks.

Spoofing
Spoofing is an attack in which one person or process pretends to be a person or process that has more privileges. For example, user A can mimic behavior to make process B believe user A is user C. In the absence of any other controls, B may be duped into giving to user A the data and privileges that were intended for user C.

One way to spoof is to send a false notice to system users informing them that the system’s telephone number has been changed. When the users call the new number, they see a screen generated by the hacker’s machine that looks like the one that they expected from the target system. Believing that they are communicating with the target system, they enter their IDs and passwords. The hacker promptly plays these back to the target system, which accepts the hacker as a legitimate user. Two spoofs occur here. First, the hacker spoofs the user into believing that the accessed system is the target system. Second, the hacker spoofs the target system into believing that he is the legitimate user.

Eavesdropping
Eavesdropping is simply listening in on the conversations between people or systems to obtain certain information. This may be an attack in itself — that is, the information obtained from the conversation might itself be valuable. On the other hand, it may be a means to another attack (e.g., eavesdropping for a system password). Defenses against eavesdropping usually include moving the defense perimeter outward, reducing the amplitude of the communications signal, masking it with noise, or concealing it by the use of secret codes or encryption. Encryption is the most commonly used method of defense.

Exhaustive Attacks
Identifying secret data by testing all possibilities is referred to as an exhaustive attack. For example, one can identify a valid password by testing all possible passwords until a match is found. Exhaustive attacks almost always reveal the desired data. Like most other attacks, however, an exhaustive attack is efficient only when the value of the data obtained is greater than the cost of the attack.

Defenses against exhaustive attacks involve increasing the cost of the attack by increasing the number of possibilities to be exhausted. For example, increasing the length of a password will increase the cost of an exhaustive attack. Increasing the effective length of a cryptographic key variable will make it more resistant to an exhaustive attack.

Trojan Horses
A Trojan horse attack is one in which a hostile or unexpected entity is concealed inside a benign or expected one for the purpose of getting it through some protective barrier or perimeter. Trojan horse attacks usually involve concealing unauthorized data or programs inside authorized ones for the purpose of getting them inside the computer. One defense against such attacks is inspection (i.e., looking inside the Trojan horse). The effectiveness of this defense is improved if the data objects are kept small, simple, and obvious as to their intent.

Viruses
A virus is a Trojan horse program that, whenever executed, attempts to insert a copy of itself in another program, usually in order to perpetuate itself and spread its influence. Viruses exploit large populations of similar systems, sharing user privileges to execute arbitrary programs and to create or write to programs. To get themselves executed, viruses exploit the identity of the infected programs or automatic execution mechanisms, or the ability to trick part of a large user population. Defenses against viruses include differentiating systems along the lines exploited by the viruses and placing limits on sharing, writing, and executing programs.

Worms
A worm is a program that attempts to copy itself in nearby execution environments. Worms are distinguished from viruses by the fact that they travel under their own identity. Worms exploit connectivity with nearby execution environments. One worm spread within a large population of systems by looking for user IDs with null passwords or passwords equal to the ID. In this population, one system in five yielded to the attack. Defenses against worms involve limiting connectivity by means of well-managed access controls.

Dictionary Attacks
Dictionaries may be attacked to determine passwords. A short dictionary attack involves trying a list of hundreds or thousands of words that are frequently chosen as passwords against several systems. Although most systems resist such attacks, some do not. In one case, one system in five yielded to a particular dictionary attack.

Long dictionary attacks are used by insiders to expand their privileges. In this approach, a natural-language dictionary in the native language of the system users is encrypted under the encryption scheme used by the target system. The encrypted values of words in the dictionary are then compared to the encrypted passwords in the password file; a match occurs whenever a password has been chosen from the dictionary.

Three conditions are necessary to the success of a long dictionary attack. First, the attacker must be able to log on to the target system; this condition may be met by the use of a short dictionary attack. Second, the attacker must have read access to the password file; in many systems, particularly UNIX systems, this is the default access. Third, the attacker must know the mechanism and the key variable under which the passwords are encrypted; this condition is often met simply by using the defaults with which the system was shipped. Although these conditions may never be met in a well-managed system, dictionary attacks often work against several systems in a sufficiently large population of target systems.

THE BASIC ARCHITECTURAL ELEMENTS
The following sections discuss the basic components of computer architecture; these are the general ideas and abstractions used to describe computers. Most of these concepts apply to more than one type of computer; many have specific security-related effects or uses.

Domains
In general, a domain may be defined as a sphere of influence. With computers, it is useful to be able to talk about the extent of influence of various mechanisms and components.

Historically, the term “domain” was synonymous with “computer”. In early single-thread computers, every application owned the whole machine and that was its domain. In modern systems, multiple applications run as synchronously under the control of operating systems and monitors. Each of these processes may have a different domain. In early operating systems, the domain of the operating system was usually congruent with that of the hardware processor in which it ran; in modern systems, this may not be true. Some operating systems control multiple processors, and some processors run multiple operating systems.

In addition, the domain of early access control facilities was congruent with that of the operating system under which it ran; this is no longer true. Although few operating systems run more than one access control facility, it is not unusual for a single access control facility to serve multiple operating systems and even processors.

Although this flexibility is valuable, it may influence security. It may provide uniformity of control, yet in doing so, it may compromise the integrity of the implementation. The wider the domain, the more difficult it is to maintain its integrity.

States
Many computer systems offer separate domains called states. States are usually distinguished by the set of operations that are permitted to occur within them. For example, many systems are divided into two states called privileged and unprivileged, system and application, supervisor and problem program, or supervisor and user. System state is distinguished from application state by the fact that all operations are legal in system state, whereas only a subset of the operations is legal in application state. The instructions excluded from application state usually include input, output, and storage management instructions.

The Multics System (Honeywell Bull, Inc.) offered rings of domains. Rings are distinguished from states by the fact that there are more of them, they are not necessarily hierarchical, and each can be entered only from adjacent ones, and then only by means of a narrow portal called a gate.

It has been asserted that two states are inadequate for some purposes. For example, most modern hardware implements three or more states. Nonetheless, some large shared systems do not implement any hardware states.

Finite-State Machines
A finite-state machine is one in which all valid states can be enumerated and in which any operation takes the machine only from one valid state to another, equally valid state. For example, in finite-state architectures there may be no possibility of a data exception. One can contrast this concept to more traditional architectures in which it is possible for a defined operation to move the machine to an invalid state. By eliminating the possibility of invalid states, finite-state architecture eliminates much of the error handling that might otherwise have to be performed by programming or operator intervention.

Finite-state architecture limits and excludes much of the complexity that implementers, programmers, operators, and users might otherwise have to overcome. In addition, it limits the opportunity for mischief that such error-handling capability introduces.

Security Domains
A security domain is a single domain of trust that shares a single security policy and a single management. Historically, security domains have been used to define a single system. Modern networks often implement security domains that include many systems.

Storage
Storage refers to those computer components in which information can be recorded for later retrieval and use. It is typically classified by type. Storage is usually shared over time but allocated to only one use, user, or task at a time. The following sections discuss different types of storage.

Registers
A register is a primitive device for holding and operating on data. Some machines can operate only on data in registers, and many machines operate primarily on registers. Registers may be classified as special or general purpose.

Special-purpose registers are those whose function and identity are bound together. One such register is the current instruction register, which contains the instruction being decoded and executed. Another is the next instruction address register, which contains the address of the next instruction to be fetched, decoded, and executed. There is usually only one such register, and it is used only for this purpose. Because manipulating the contents of special-purpose registers alters the behavior of the machine and the results of the program execution, their use is typically constrained so that they can be used only as intended.

General-purpose registers can be used for several functions. The identity of the register is independent of its function. The current purpose or function is determined by the context or operation; the identity or name of the register is arbitrary. For example, the IBM 360 (IBM Corp.) has 15 general-purpose registers. Depending on the context, these registers may be used for exchanging data between programs, holding address offsets, or inputting or outputting integer arithmetic.

State Vector
The state vector, or program status word, is a special register (i.e., reserved word and address) in which the system keeps critical information about what it is doing and what it will do next. Multiprogramming machines may have two or more such mechanisms. For example, the IBM 360 has a current program status word, which specifies what it is doing and what it will do next, and a previous program status word, which shows how it got to where it is. By swapping these words, it can return to what it was doing before the current interruption. The address of this program status is the range of normal addresses and can be specified by an application program.

A program might refer to the program status word to learn about its own identity or environment. It might refer to the previous program status word to determine by whom it was called and what it is expected to do. However, only privileged processes can alter the contents of the program status word.

Random Access Memory
Random access memory (RAM) refers to a primitive class of memory in which any portion of the memory can be read from or written to with the same facility and in the same time as any other. That is, each access is independent of the previous one. It is contrasted to sequential memory, in which each access is relative to the previous one. In this sense, a magnetic disk provides secondary RAM storage, whereas magnetic tape provides secondary sequential access storage.

In addition, RAM is contrasted to read-only memory (ROM), from which data can be read but not written. RAM is the kind of memory employed for primary storage (discussed in a later section). Procedures stored in RAM are vulnerable to accidental and intentional change.

Read-Only Memory
ROM looks to a system like RAM; however, its contents cannot be altered by the programmed functions of the system. ROM is typically used to hold stable procedures that are not intended to be altered. Procedures stored in this way are safe from interference and contamination and, to that extent, are reliable.

CD-ROM
Compact disk read-only memory (CD-ROM) records information optically on a small plastic disk. The disk is usually reproduced as an entity from a master. Information may be represented by the reflectivity of a spot. For use, the disk is placed into a drive and spun, and the data is sensed by bouncing a laser off of the disk into a photo-sensitive device. CD-ROM is well suited for published and distribution of programs and data bases. Because the data cannot be altered after being applied to the disk, it can be relied on as being the same as when shipped by the publisher.

Write-Once/Read-Many Storage
Write-once/read-many (WORM) storage can be written to only once but read forever. It is usually partly mechanical (similar to CD-ROM) and is often optical or photographic. Once written, the data is not subject to alteration and therefore is very reliable. This class of storage is useful for logs and journals.

Primary Storage
The procedures that the computer is to perform, the instructions it is to execute, and the data on which it will operate are stored in primary storage. Information in primary storage can be directly referenced or addressed. Arithmetic and logical operations can usually be performed directly on information in primary storage. (The exception to this rule is the few systems that can do such operations only on information in registers.)

Primary storage is typically all-electronic and very fast. On the other hand, it is also usually small, expensive and volatile. As a rule, the more primary storage that is available to a system, the more concurrent operations it can perform.

Primary storage is usually organized into arbitrary groups of bits called bytes, characters, words, double words, blocks and pages. These groups are defined in terms of the number of bits of data they can store. Each group is given a number (i.e., an address) by which it and its contents can be referenced.

Modern primary storage mechanisms usually include features to detect errors and control use. These features are often organized around the groups of bits into which the storage is organized. For example, there may be storage elements dedicated to holding redundant data, often called check-bits, one for each word, frame or byte. These bits are set so as to make the bit count of the storage element conform to an arbitrary rule (e.g., odd or even parity). Whenever the element is used, the system automatically compares the count to the expected rule; variances indicate a failure. These mechanisms protect against data modification by providing for automatic error detection and, in some systems, automatic error correction.

Another such mechanism is called storage protection, which associate an arbitrary value with a block or page of storage. This value is called the storage protection key. The key currently associated with the block or page must agree with the value in the current program status word; otherwise, the program cannot use the storage. Changing either the key associated with the page or the key in the program status word requires privileges reserved from the active program. Storage protection is used to enforce process-to-process isolation.

Secondary Storage
Primary storage is supported by secondary storage, which includes magnetic disks and tapes. Secondary storage is relatively large and cheap; it may have mechanical as well as electronic components, but it is nonvolatile. Instructions or procedures cannot be executed directly from secondary storage. Execution of instructions or data operations kept in secondary storage usually requires that the instructions or operations first be moved to primary storage.

At a primitive level, information in secondary storage is referred to in terms of where it is stored. For example, one can specify a device (e.g., a drive), a device mechanism (e.g., a head), or a device abstraction (e.g., a cylinder, track, or sector). At a higher level, data in secondary storage is referred to in terms of such data abstractions as files and records or such language abstractions as get and put. 

The lower the level (or closer to the hardware) at which the user or program accesses the data, the more difficult it is to control what the data does or to understand its intent. Therefore, for security, audit, and control of data, some systems allow users to access data only at the abstract or symbolic level, not at the hardware level. In other words, the user cannot access instructions that refer to the hardware, only those instructions that refer to the data by symbolic name.

Although nonvolatile and robust, secondary storage is not necessarily free of error. Errors are usually checked for and corrected by a combination of features of the secondary storage device, system-level code, and operator-initiated backup; they are rarely apparent at the application level. For example, modern tape drives have two heads. What is written by one is read by the other, and what is read is then compared to what was written. Variances are automatically corrected.

Virtual Storage
Virtual storage is an abstraction that a program process perceives as a very large and exclusive primary storage. It uses a combination of hardware address translation features, primary storage, and secondary storage to create this appearance. When a program process stores data in an address, a page of real storage is allocated to the page in which the address is located. When a request is made to read that data, the address is translated to point to the page previously allocated to it.

When the mechanism has no more real storage to allocate, it frees some by writing the contents to secondary storage, called paging storage, that has been reserved for that purpose. When referenced again, the page will be read back into primary storage from paging storage. It will be placed into any available page of real storage and the address of that page mapped to the virtual address of the data. This process is automatic and dynamic; it is neither necessary nor likely that the data will be returned to the same location in primary storage from which it was paged.

Virtual storage is a powerful mechanism for implementing process-to-process isolation within a computer. Because a request for data is always interpreted in the context of the local virtual store, there is no way for a program process to address data that it did not write or that belongs to another process. Exchange of data between processes using two virtual memories requires their mutual cooperation and in some cases may require the acquiescence of system management.

Buffers
Buffers are small stores used to speed the apparent movement of data from secondary to primary storage. The use of buffers is often automatic — that is, neither the user nor processes operating on the user’s behalf are aware of the buffers. Because buffers are automatic and transparent, they represent neither an exposure nor a command.

Cache Storage
Cache storage is a special type of buffer that is placed between primary storage and the arithmetic and logical elements of a system. Like other buffers, cache storage is not a security exposure.

System-Managed Storage
Many otherwise modern systems implementing archaic architectures includes a class of storage called system-managed storage. For example, IBM’s 9000 Series, which for reasons of compatibility employs S/360 principles of operation, employs this class of storage to provide users the convenience of more modern architectures while maintaining all of the flexibility that is expected from older applications. Thus, an application that includes hardware-dependent programming can function as it always has. However, a newer application that employs only symbolic references and avoids hardware dependences can enjoy the advantages of single-level storage that are enjoyed by users of such modern architectures as IBM’s AS/400 or Digital Equipment Corp.’s VAX/VMS.

Although the components of system-managed storage are similar to those employed for primary and secondary storage, its use and management are fully automatic. It is not managed by or visible to users or to procedures implemented in software. The automatic facilities may include paging, allocation, and backup. System-managed storage is accessed by means of symbolic addressing. As a consequence, data in such storage is usually immune from outside interference or contamination.

Expanded Storage
IBM uses a class of storage that it calls expanded storage, which has some interesting characteristics. This storage is implemented using the same kind of hardware as that used for primary storage. Unlike primary storage and like other system-managed storage, however, expanded storage is not visible to the operating system or application programs; it is visible only to the hardware.

Although it has almost as big an impact on performance as primary storage, it is cheaper, partly because it can be addressed only at the page level and not at the word or byte level. This is possible because expanded storage does not need some of the control features required by primary storage. For example, because it cannot be addressed by processes implemented in software, it need not have any storage protection features.

Storage Objects
A storage object is an abstraction for containing data. In primary storage, the abstract object is usually a word or a similar, arbitrary group of bits. In the traditional Von Neumann architecture machine, the paradigm that is used to help the user understand storage objects is the bank of pigeon holes, which are stacked, orderly, symmetric, and the same size, inside and out. These pigeon holes are reusable; they are allocated to one process at a time, but they are used many times.

In more modern systems, it is not necessary for all storage objects to be the same size. The paradigm used for these machines is that of named boxes with locks. To use the contents, users must know the name of the box and have the key to the lock. Although all these boxes are the same size on the outside, the inside of each is an arbitrary size, as determined by the data object placed in it. Thus, a short vector and a large data base are each given their own numbered box.

Although these boxes are strong, they are so cheap that they are used only once. Users may remove the contents from the box, yet they can put the contents back only if the identity of the contents remains the same. If the identity is changed, the user must throw away the old box and use a new one. (The identity of data may be independent of its contents; however, the identity of a program changes when the program is changed as little as 1 bit. Therefore, the identity of the program and the name of the box are so bound that changing the program requires a new box.)

Data Objects
Data is information recorded and stored in symbolic form. In computer science, the term refers to information recorded in such a manner that it can be read by a machine. However, today’s machines can read almost anything. Historically, data was used to refer to digitally encoded information as opposed to analog information (e.g., images or sounds). In modern systems, however, almost everything is digitally encoded.

In general, a data object is a named and bound collection of data that is dealt with as a unit, similar to a book. In computers, the most common data object is a file. Other data objects include bit, bytes, words, double words, messages, records, files, volumes, programs, data bases, tables, and views. The following sections discuss different types of data objects.

Typed Data Objects
A typed data object is a special data object on which only limited and previously specified set of operations is valid. The procedures for these operations are implied by the name of the type. For example, program data is executable but may not be modifiable. Such systems as Digital Equipment’s VAX/VMS and IBM’s AS/400 manage all data in typed data objects.

Typed data is usually managed by a process known as type management. As a rule, typed data can be accessed only by means of the type manager, which is responsible for enforcing the rules of the type. Access to the data that bypasses the type manager presents problems.

Strongly Typed Data Objects
Strongly typed data objects assist in achieving the orderly and intended treatment of data while resisting any other use. The strongly typed data object is a special case in which both the type and the type manager are known to the environment. The environment provides protection to ensure that the type manager and its rules cannot be bypassed. The IBM AS/400 implements strongly typed objects. Currently, approximately three dozen object types have been defined.

Encapsulated Data Objects
The term “data object” is occasionally used in a more restricted sense. An encapsulated data object is a package containing data, its description, and a description of its manipulation. Because of the encapsulation, or data hiding, it is not possible to perform an arbitrary operation on these objects. For example, it is not possible to create an arbitrary copy of an encapsulated data object. The object must create the copy of itself and will do so only if that is consistent with its own rules. Because the capsule is a proper part of the object, a copy of the object is a separate object.

A local area network file server is both an instance and a paradigm for a data object: it is a capsule containing data, a description of the data, and the procedures for manipulating that data. Although, as with file servers, the capsule may be physical, the most general mechanism for achieving encapsulation is encryption.

Secure Data Objects
A secure data object is a special type of encapsulated data object. The rules about who is permitted what access to the data are included within the capsule. These rules are enforced in whatever environment is trusted to open the capsule. The capsule can be implemented in hardware or software (i.e., in secret codes). At the expense of performance or price, it can be made sufficiently strong for any application and environment.

The secure data object is the most general abstraction for enforcing information system security. It is independent of the media, the data, and the environment. The rules for using and changing the data move with the secure data object. It can be implemented so as to be independent of system or platform type. It may be used to implement seamless system-to-system access control in which the object is created in one system and its access rules move with it to other systems. Any system that can open the capsule may be relied on to enforce the access rules.

SUMMARY
This chapter surveys the field of computer science from a security, audit, and control perspective. It should be apparent from this discussion that most components and design decisions about a computer system will have some impact on the security, auditability, and control of the system and its applications.

Many of the requirements for security, audit, and control stem from the economics of computers and those steps that are taken to compensate for those economics. For example, in many computer environments, hardware or data is shared among a network of users. Hardware and data sharing expose the system to certain vulnerabilities, however, and mechanisms must therefore be in place to control the sharing. This chapter examines a generic set of vulnerabilities that are inherent in many computer systems.

In addition, this chapter reviews the control mechanisms, their origins, and their use. The emphasis is on primitive mechanisms and abstractions (e.g., storage). Because these primitive mechanisms have such broad influence, understanding them is essential to understanding how computers work and how they are secured. The discussion of these mechanisms is intended to provide a generalized and abstract view, a view that is broader than and independent of the existing implementations of those mechanisms. It is essential that security professionals be able to recognize, compare, and apply these mechanisms wherever they are found and without regard to specific implementations.
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INTRODUCTION
This chapter focuses on preserving the confidentiality, integrity, and availability of information in the microcomputer and local area network (LAN) environment. We often refer to this as the desktop environment, desktop computing, or PC-based computing (PC as in personal computer — we will further define our terminology in the next section). The aim is to complement the information in Section 2.2.

Why Desktop Computing Matters
Although mainframe computers continue to be used extensively for such tasks as large-scale batch processing and online transaction processing, for many organizations today, computer security is, in effect, desktop computer security. Networked desktop computers are the dominant computing platform of the late 1990s, from the Microsoft Windows-based computers that some airlines use to check in passengers at airports, to the stock transaction and account inquiry systems used in banking and financial institutions, from personal computer-controlled assembly lines to PC-based medical information systems.

In many of these applications the personal computer may appear to be working as a terminal access device for a larger system. But from a security perspective it is important to understand that every personal computer system is a complete computer system, capable of input, output, storage, and processing. As such, a PC poses a much more significant threat than a dumb terminal, should the PC be subverted or illegally accessed. Furthermore, with very few exceptions, none of the desktop computing devices deployed today were designed with security in mind. Add to this the enormous increase in both the depth and the breadth of computer literacy within society over the last ten years and you have a recipe for serious security headaches.1


1As someone you call when you get one of these headaches, I can attest to the increased frequency of the calls and the growing severity of the headaches. The opening comments in this chapter were shaped by participation in security assessments at a number of major U.S. and international corporations during the last 12 months. For a collection of recent infosec-related statistics, visit http://www.theroyfamily.com/security.html. 



The Approach Taken
All major aspects of desktop security will be addressed in this chapter, beginning with the need to address desktop issues within the organization’s information security policies. Security awareness on the part of both users and managers is stressed. The need for, and implementation of, data backup systems and regimes is outlined. Passwords and other forms of authentication for desktop users are discussed, along with the use of encryption of information on desktop machines and LANs. There is a section on malicious code. The network dimensions of desktop computing security are explored, together with the problems of remote access (the security implications of Internet connection are dealt with in Section 2.3).

Centralized, Layered, and Design-Based Approaches
A good case can be made for saying that desktop computer security is best handled through automated background processes, preferably centrally managed on a network.2 Desktop computer users, so the argument goes, should not be expected to worry about backups and virus scanning and access controls. These security mechanisms should be handled for them as part of the operating system.



2For more detailed statement of this position and its weaknesses, see The NCSA Guide to PC and LAN Security, McGraw-Hill, New York, 1996. 



This sounds appealing, but there are several practical reasons why an understanding of the security weaknesses of standalone PCs and undermanaged LANs remains critical, and why, in at least some cases, it is necessary to implement piecemeal solutions that lack the elegance and obvious efficiency of the automated, centrally-managed approach:

•  A lot of desktop computers are currently connected to networks that have little hope of ever being centrally managed, yet the information they handle is still important and so warrants protection. 

•  Many of the methods for automating and managing security will only be applicable to, or compatible with, newer hardware and software. Older systems will remain in use and will still need to be protected.3 



3For example, many new PCs today have BIOS-based boot protection, but there are plenty still in use that do not. 



•  Mature tools with which to automate and centrally manage security on local area networks are only just coming to market, and many organizations are only just realizing that they need them and will have to pay for them. 

•  A fairly high level of security can be achieved on both current and older personal computers with the layered approach, described next. 

The layered approach to desktop security maximizes existing, but underutilized, security mechanisms, plus low-cost add-ons, through policy, awareness, and training. For example, the floppy disk drive of a PC is a major security problem. Confidential and proprietary data can be copied to a floppy diskette and smuggled out.4 Incoming diskettes may introduce pirated software, Trojan code, and viruses to the company network. Yet the BIOS in most of today’s PCs allows you to tightly control use of the floppy drive, for example, disabling boot from, read from, or write to. PC security is considerably enhanced by implementing this type of control, which is essentially free. The layered approach would extend this protection by also requiring antivirus software on the PC and putting in place a company policy governing the use of floppy disks in the office. When employees understand the threat that a serious virus outbreak or data theft poses to their jobs, most are apt to support the policy.



4Examples of this are legion, from Aldrich Ames, the CIA spy, to lists of AIDS patients made public in Florida, to company secrets valued at millions of dollars in cases brought by American Airlines and Merrill-Dow. 



DESKTOP SECURITY: PROBLEMS, THREATS, ISSUES
The problems, threats, and issues of desktop security need to be placed in perspective. A common, but dangerous, mistake is to underestimate the seriousness of this aspect of information system security. A clear understanding of desktop system architecture and its security implications is required.

The Ubiquitous Micro
Historically, desktop computers have been on the fringe of information security, which has its roots in the protection of very expensive, highly centralized, multi-user information processing systems. Today, desktop computers performing distributed computing are no longer on the fringe. Failure to realize this will undermine your ability to protect any information system, big or small, for four reasons:

1.  A significant percentage of mission-critical computing is now performed on personal computers deployed as LAN workstations and network file servers.5 



5About 76% of survey respondents said they were running “mission critical” applications on local area networks. Ernst & Young survey of 1,271 technology and business executives, January, 1995. 



2.  Most large-scale computer systems are at some point connected to one or more desktop systems. Even when PC connectivity is not specifically provided to a large system, PC access may be possible, for example, via a remote maintenance line. 

3.  Inexpensive and widely available desktop systems now have the power to mount attacks that endanger the security of large-scale systems, such as brute force cryptanalysis, password-cracking, and denial-of-service attacks.6 



6For example, a modest 486 and a modem is all it takes to mount a very effective denial of service attack on a Web site, mail gateway, or even an Internet Service Provider such as the New York provider, PANIX, which was disrupted for more than a week in 1996. 



4.  Knowledge about how to use, and abuse, desktop computers is widely dispersed throughout most areas of society and most countries of the world. This is a far less homogeneous, and thus less predictable, population than previous generations of computer users.7 



7“After 1998, the widespread availability of inexpensive disruptive technology and the broadening base of home computer users will put threat capabilities into the hands of a wider, less-privileged class, dramatically increasing the risk for intermediate-size organizations (0.8 probability).” Gartner Group. 



5.  Such knowledge, particularly new developments in software techniques that can be abused to compromise security, is instantly accessible via the Internet.8 



8For example, instructions for mounting the type of attack suffered by PANIX were posted on the Internet and recently an easy-to-use Windows attack program was released. 



Clearly, an understanding of desktop security is more important than ever. Desktop machines are an integral part of the client-server distributed computing paradigm that dominates the late 1990s. In the vast majority of systems, the clients to which servers serve up data are microcomputers; the primary topology by which they do this is the local area network. Furthermore, in an increasing number of systems, the servers themselves are essentially beefed-up microcomputers. This is particularly true of the Internet, which is beginning to rival leased lines and private value-added networks as the data communication channel of choice.

Desktop System Architecture
Although you may be familiar with the following definitions they are stated here because they have important security implications which are not always understood.9 A microcomputer is a computer system in miniature, a collection of hardware and software that is small enough to fit on a desk (or into a briefcase or even a shirt pocket) but able to perform the four major functions that define a computer system: input, processing, storage, and output. Note that processing requires both a processor and random access memory (RAM). Also note that RAM is different from storage (data that are stored remains accessible after system reset or reboot, data held in RAM are typically not accessible after system reset or reboot).



9For example, it is relatively easy to configure a dumb terminal so that the screen is the only output device which is ideal for transitory lookup access to confidential data, such as medical records. But it is relatively difficult to lobotomize a PC so that it cannot retain or redirect whatever data it receives. I still meet mainframe-oriented systems people who have not yet grasped this distinction. 



Soon after microcomputers were developed, the term “personal computer” was coined to describe these self-contained computer systems. This was later shortened to “PC” although this term is often used to refer to a specific type of personal computer, that is, one based on the nonproprietary architecture developed by IBM around the Intel 8086 family of processors (including the 80286, 80386, 80486, and Pentium chips).

Today, the majority of personal computers conform to the IBM/Intel architecture, and most of these run the DOS/Microsoft Windows operating systems (a small but significant percentage still adhere to the proprietary Apple Macintosh architecture). A separate class of desktop machines are those using the UNIX operating system. Often referred to as “workstations”, these UNIX machines are typically more expensive, more powerful, and confined to specialized areas such as engineering and scientific research. While the DOS and Windows 95 operating systems use an open file system, with no provision for separate user accounts on a single machine, UNIX offers tight control of file permissions and multiple accounts. UNIX machines are often used as high-performance back-room data base hosts and World Wide Web servers.

Recently, a new category of machine, the network computer or NC, has been making headlines. In many ways this is simply the re-birth of the diskless PC, several models of which were unsuccessfully marketed in the late 1980s. Both the NC and the diskless PC are machines that have their own processor and random access memory and so perform local processing, but possess no local storage devices. Their operating system is a combination of a ROM-based boot process and server-based network operating system. However, whereas the diskless PC was aimed at solving security, management, and support problems on local area networks, the NC concept has been developed in a wide area context, specifically the Internet, and in particular, the World Wide Web.

Strict categorization of desktop systems is seldom helpful. For example, IBM/Intel-based machines can run powerful versions of UNIX, such as SCO UNIX. Both BSDI UNIX and Linux run on Intel chips and are very popular as Web servers. Furthermore, Microsoft Windows NT and IBM OS/2 both offer a multi-user, multitasking alternative to UNIX, with a familiar graphical user interface (GUI). They also allow you to use a closed file system. What may be helpful is further clarification of the terms PC, workstation, terminal, server, and client.

•  PC: a self-contained computer system with its own processor, storage, and output devices (the screen is perhaps the most basic of output devices). Typically, it is small enough to fit on or under a desk. 

•  Workstation: a self-contained computer system with its own processor that is also connected to a server. A workstation does at least some of its own processing and may have its own storage, but may also use or rely on the server for storage. 

•  Terminal: a computer access device with screen and keyboard that does not have its own processing or storage capabilities. 

•  Server: any computer system that is providing access to its resources to another computer system, for example, a Web server provides a browser/client with access to Web pages stored on the server. 

•  Client: any computer system that is accessing resources made available to it by another computer system, for example, a Web browser/client accesses to Web pages stored on a Web server. 

DESKTOP SECURITY POLICY AND AWARENESS
As you read in Chapter 4-4-1, every organization should have an information security policy. However, field experience suggests that these policies often fail to address desktop computing issues appropriately or adequately. For example, it is common for companies to have comprehensive policies for mainframe systems that address all contingencies, but only a few specific desktop policies such as antivirus procedures written in response to specific incidents such as a virus infection.

From the Top Down
Effective information security policies are created from the top down, beginning with the organization’s basic commitment to information security formulated as a general policy statement. Here is a good example of a general policy statement:

1.  Timely access to reliable information is vital to the continued success of Megabank. 

2.  Protection of Megabank’s information assets and facilities is the responsibility of each and every employee and officer of Megabank. 

3.  The information assets and processing facilities of Megabank are the property of Megabank and may only be used for Megabank business as authorized by Megabank management. 

When a general policy like this has been agreed to by top management, each employee should be required to sign, upon hiring and each year thereafter, a document consisting of the policy statement and words to this effect:

I have read and understood the company’s information security policy and agree to abide by it. I realize that serious violations of this policy are legitimate grounds for dismissal.

Once you have a general policy like this in place, you can elaborate upon particulars. In the case of desktop systems these include:

•  Password policies (e.g., minimum length, storage of passwords) 

•  Backup duties (for individual PCs as well as the network server) 

•  Data classification (rating each document for sensitivity, see Chapter 4-1-1) 

•  Removable media handling (e.g., who can take diskettes in or out) 

•  Encryption (what data will be encrypted, which algorithms to use) 

•  Physical security (how is equipment protected against theft/tampering) 

•  Access policies (who is allowed to access which machines/files) 

There will also need to be policies for specific systems, for example, the accounting department LAN. These can be promulgated by the staff who have responsibility for those systems provided there is oversight and sign-off by the managers of those departments and the security staff.

The Fine Print
The task of developing detailed policy is often avoided because it is seen as too daunting. It is sometimes postponed because “there is no way to predict where information technology will go next.” While this is true, you need specific policies as soon as they become feasible, plus a general policy to deal with emerging areas of concern. For example, consider the fairly recent ability to browse the World Wide Web with a desktop computer attached to the company’s Internet connection. It is now possible to formulate specific policy such as “employees must not use company systems to visit Web sites that contain sexually explicit material.”

However, in companies where employees have, for a time at least, enjoyed unrestricted Web access, such specific policies may be resisted (as though browsing the Web on the company’s dime is a right, just like selecting your own desktop design or installing your own games). But if the company has a preexisting general policy statement that asserts ownership of information processing assets, any restrictions on how PCs may be used can immediately be vindicated and enforced because it is clearly in keeping with that policy.

On the other hand, you have to be realistic. The desktop computing environment is inherently difficult to control and so the most effective policies are those which are understood and accepted by those who must abide by them. Developing policy by consensus is clearly more effective in this environment than policy by decree. To this end, high-level policy statements which establish the company’s right to control its own computers play an important psychological role.

Desktop Security Awareness
It is not enough to develop security policies for desktop systems. Users must be told what the policies are and trained to support them. The ideal situation is a self-regulating work force so that, for example, when Fred in engineering brings to work a game on a floppy disk that his son brought home from school the night before, Mary will refuse to put it in her PC because she knows that (1) it is a violation of security policy, and (2) it exposes her PC, and thus the company LAN, to the risk of virus infection; and (3) LAN downtime and person-hours consumed by virus disinfection have a negative effect on company profitability, which in turn has a negative effect on her earnings and employment prospects.

Raising employee security awareness to this level requires a significant training effort, but it is money well spent relative to more technology-oriented solutions. In an age of universal computer literacy it would be foolish to rely solely upon high-tech security systems, since there will always be people with the skills to challenge such defenses. You can reduce the incentive to mount such challenges by eschewing policy dictation in favor of consensus-based policy making. If employees understand and thus “buy-in” to the policy, the technical defenses can be concentrated in the areas of greatest effectiveness.

Determining those areas is an ongoing process which depends upon a different type of security awareness: that which you cultivate as a security professional. It involves staying current with the latest trends in computer insecurity, for example, new virus outbreaks, newly discovered operating system vulnerabilities, and so on. You maintain this awareness by subscribing to industry publications, participating in online forums and mailing lists, attending security conferences, and networking with fellow security professionals.

PHYSICAL SECURITY: DESKTOPS AND LAPTOPS
Efforts to thwart computer equipment theft are a good illustration of the importance of security awareness. For example, do you know the total value of desktop computer equipment that is stolen every year in North America? The answer, according to SAFEWARE, the Columbus, Ohio-based computer insurance specialist, is quite staggering: more than $1 billion. Consider some of the security implications of desktop computer theft:

•  All data on a stolen hard drive that was not backed up is now lost. 

•  No data can be accessed in a timely manner while backups are restored to replacement equipment. 

•  Certain components, such a custom cables, are hard to replace if stolen. 

•  Most PC-based systems depend upon a very specific configuration of hardware and software which may be difficult to replicate on replacement systems. 

•  Unless it was encrypted, anyone who receives a stolen PC has access to the data stored on it. 

•  If the stolen PC is recovered it is very hard to know whether or not someone made a copy of the data that was stored on it. 

Obviously, your information security policy should mandate that backups of all data be available at all times (this typically requires off-site backup storage as a defense against backup media being stolen along with the systems backed up thereon). However, even if you are in compliance with this lofty goal, backups cannot solve every security problem. If a competitor obtains copies of your trade secrets by stealing your computers, having a backup copy is not much consolation.10


10“Someone broke into the offices of Interactive Television Technologies, Inc. in Amherst, New York, and stole three computers containing the plans, schematics, diagrams and specifications for proprietary Internet access technology still in development but conservatively valued at $250 million.” Reuters, 1996. 



In Chapter 10-3-1 you will find practical information about physical security measures to protect microcomputers, particularly those that leave the office on business (notebooks and portables). However, awareness of current trends in computer theft will not only help you plan countermeasures, but also help you refine policy and provide timely security awareness training. The first point to note is that personal computers are now a commodity, like VCRs, camcorders, and stereos. This means they can be turned into cash very quickly, making them a target for casual thieves and those supporting drug habits. Because of their higher value-to-weight ratio, notebook computers are very popular with this type of thief.

More organized felons will target notebooks at locations such as airports, where there are rich pickings. For example, a popular tactic in recent years has for two-person teams to steal notebooks at security check points. One thief waits until a notebook-bearing bag is placed on the conveyor belt to the X-ray machine, then holds up the line going through the metal detector (not hard to do). The accomplice waiting on the other side of the check point simply picks up the bag and departs.

While desktop systems in office are sometimes targeted by the “smash and grab for cash thief,” the more serious risk may be sophisticated criminals stealing to order. Such thieves tend to target high-end equipment like graphics workstations, large monitors, and production-quality typesetters and color scanners. European offices seem to be particularly vulnerable due to the high demand and relative lack of resources in former Eastern bloc countries. On occasion, Scotland Yard has recovered trucks full of expensive Apple Macintosh desktop publishing equipment stolen to order and destined for Eastern Europe.

A slightly different combination of factors led to a rash of chip heists in the early 1990s. Shortages of memory chips resulted in high prices and led to several types of theft. Europe experienced a rash of thefts in which chips were removed from office systems. Employees arrived in the morning to find desktop computers torn apart (none too gracefully) and the memory chips removed. This represents a major blow to any organization (a charity for the elderly and the Automobile Association were two of the victims). No data processing can occur until the chips are replaced. Specification of chips for used equipment is no simple matter (there are many different types and many compatibility issues). Even if you can afford the high replacement cost there may be delays obtaining chips, after all, the motive for the theft was high prices caused by a shortage.

A different type of theft occurred in chip producing areas such as America’s Silicon Valley and Scotland’s Silicon Glen. This involved direct, and sometimes violent, attacks on chip factories and shipping facilities. However, the motivating factors were the same: memory chips are easily resold, hard to trace, and they can have a higher value-to-weight ratio than gold or platinum.

The point of these examples is that as an information systems security professional you need to be keenly aware of the current economics of both crime and computing. As this chapter is being written, memory prices are at an all-time low, reducing the incentive for chip theft, and possibly impacting your spending on countermeasures, relative to other threats. However, if prices suddenly rise again you will need to tighten security measures in this particular area.11 Some specific microcomputer physical security measures to consider include:



11For example, case locks, building locks, increase surveillance. 



1.  Good site security: this not only protects against theft, but also against vandalism, unauthorized access, and media removal. 

2.  Case locks: these not only deter theft of internal components, but also protect BIOS-based security services, described elsewhere in this chapter. 

3.  Documentation: you need to keep detailed records of all your hardware and software, including serial numbers, purchase dates, invoices, and so on. These records will be invaluable if you ever have to prove loss or reclaim stolen items that have been recovered. 

4.  Insurance: computer equipment typically requires separate insurance or a special rider in your business insurance or office contents policy. Note that home contents policies often exclude computers used for work. 

5.  Access controls and encryption: if a computer is stolen you would like to make it as difficult as possible for the person who ends up trying to use it to access the data that are stored on the system. 

DESKTOP DATA BACKUP
Clearly, the single most effective technical strategy you can employ to defend the integrity and availability of computer-based data is making backup copies, often simply referred to as backup. This is standard doctrine for most information systems professionals, particularly those familiar with the mainframe environment, where backup is an integral part of computing. However, in the desktop environment, which is based on systems that have their origins in casual, even recreational use, the task of backing up is all too often neglected until it is too late.12


12A few years ago a manufacturer of data backup tapes, 3M Corp., did a survey about backup regimes and found that, of those respondents who regularly performed backups, some 80 percent only started to do so after they had lost data through lack of backup. 



Backup Types and Devices
Most “live” data in use today are stored on hard disk drives. While the reliability of the hard disk devices found in desktop and laptop systems has steadily improved over the last decade, they are nevertheless mechanical devices quite capable of wearing out, sometimes prematurely, sometimes without warning. Furthermore, users are only human, often lacking in formal training. Sometimes they erase important files or records within files by mistake. Sometimes they delete data out of malice. Viruses and other malicious programs can destroy files. Making backup copies of all of the files that are on a hard disk is the best, and often the only, means of recovery from mechanical failure, user error, malevolent software, natural disaster, and physical theft.

Hard drives have finite storage capacity. Eventually you have to erase files from the hard disk to make way for more. You may need to keep copies of those “surplus” files, such as last year’s bookkeeping ledger. These days some people use two computers, one on the desk at work, another that travels with the user or resides in the user’s home. Thus we can identify at least four different types of file copying, as listed in Exhibit 1.

	Exhibit 1. Four Different Types of File Copying Backups 

	= 

	Copies of files made To defend against loss/corruption of originals 


	Archives 

	= 

	Copies of files made 

	To relieve overcrowding on primary storage devices 


	Updates 

	= 

	Copies of files made 

	To synchronize files between two machines 


	Duplicates 

	= 

	Copies of files made 

	To provide other users with copies of programs or data 



	

	


The main focus in this section is backups, but the other categories are also important. Updates that synchronize files between desktops and portable machines are a relatively recent concern and have implications for data integrity. An archive is a set of files that has been copied as an historical record. Typically these are files containing data that will not change, and immediate access to which is no longer required, such as properly aged accounting records. When the archive copy has been created the original can be erased, thus freeing up storage space. Several terms that are useful at this point are

•  Primary storage — where frequently used software and data reside. 

•  Online storage — storage that is immediately available and randomly accessible, this includes removable media such as floppy diskettes. 

•  Removable media — any media that can be physically removed from the system, such as diskettes and CD-ROMs. 

•  Magnetic media — storage based on magnetic properties, such as hard drives, tapes, and floppies. 

•  Optical media — storage based on optical properties, such as CD-ROMs. 

•  Magneto-optical — storage based on a combination of magnetic and optical properties, like some high-capacity cartridge drives. 

•  Random vs. linear access — the ability to immediately access data regardless of their physical location on the media (e.g., a hard drive) as opposed to access which requires reading preceding data (e.g., a tape drive). 

•  Read only — the ability to read stored data but not change it. 

•  Write once, read many — the ability to record data in read only form and then read it multiple times (e.g., burning a CD-ROM). 

•  RAID — redundant array of inexpensive disks — a storage system which combines multiple disks managed as a single storage device, allowing disks to be “hot swapped,” i.e., replaced without powering down or losing data. 

•  Jukebox — a storage system which combines multiple tapes or CD-ROM drives managed as a single storage device with automated media switching, providing large-scale storage or backup. 

	Exhibit 2. Backup Options Type 

	Capacity 

	Comments 


	Floppy diskettes 

	1.44 Mb 

	Standard equipment 


			Low capacity, slow, cheap, tedious. 


	Tape drives e.g., Travan, Exabyte, DAT 

	400 Mb–9 Gb 

	Low media cost, highly automated, most widely used. 


	Removable cartridges e.g., Syquest, Jaz, Zip 

	200 Mb–4.6 Gb 

	High media cost, very fast, good for online systems. 


	CD-ROM 

	650 Mb 

	Low media cost, slow to make, convenient access. 



	

	


In the early days of personal computing the primary means of backup, software duplication, and archiving, was the floppy diskette. A floppy diskette can be described as randomly accessible removable media, with write many/read many, as well as read only capability (by physically adjusting the write-protect setting on the disk jacket you can write-protect the contents, although this is a reversible procedure, distinguishable from WORM media that is physically impossible to overwrite). The floppy diskette has several benefits:

•  Low cost for both drives and media 

•  Included as standard equipment on all machines 

•  Widespread compatibility between systems 

Unfortunately, hard drive capacities and the complexity of both software and data have far outstripped the capacity of standard diskettes, while possible alternatives such as high-capacity cartridge drives and read/write optical media have so far failed to achieve anything like the same level of acceptance as standard equipment. The current options for backup are listed in Exhibit 2. Note that some of these removable media devices also work as primary storage, for active software and live data, as well as secondary or backup storage.

While constant improvements in performance, capacity, and pricing make “best buy” statements about storage devices imprudent, there are clearly some practical points that can be made. First of all, you need to match capacity and speed to need. For example, if a desktop machine uses about 600 megabytes of hard drive storage, 5 megabytes of which is updated every day, a CD-R drive might be worth considering as an alternative to tape. But tape would be better for a system that regularly stores twice as much data and updates data at a faster daily rate. For a network file server that stores several gigabytes of constantly changing data, you will probably want to use RAID for primary storage and a jukebox for constant backup.13


13A tape jukebox can cycle through multiple tapes and backup RAID data that is mirrored and not being accessed. 



Boosting Backup
If desktop users are on a network, part of the backup problem has been solved. Any data they store on the file server will be backed up as part of normal network management (any network file server worthy of the name will have a built-in backup device, typically tape, and any network administrator worthy of the name will use it diligently). But unless the network workstations are diskless, there will be a residual problem of local backup. It is possible to backup local workstation storage through the file server, but this is not always practical (typically the workstation must be on with the user logged in but not using the machine, an arrangement that has security implications). Besides, users may be keeping some data locally on removable media, such as diskettes.

What is required is a clear policy on local backup (as well as on the use of removable media). But how do you persuade users to do better in the backup department? Make it easier to do and make people want to do it. Making people want to do something is mainly a question of education. People need to be told why backups are important, and this means more than simply saying, “Because it is company policy.” A positive approach is to educate, using scenarios in which backup saves the day. Users should be made aware of the variety of ways in which data can be lost or damaged. But don’t dwell too long on the negative — emphasize the comfortable feeling that comes from knowing that you have current backups.

Making backup easy to do involves some decisions about hardware and software. What backup media will be used — floppy disks, tape, optical disks, cartridges? What backup software will be used? Will computers attached to a network be backed up independently or by the network? Will macros, batch files, or automated schedule programs be used to simplify the procedures? If so, who is responsible for creating and configuring these? Beyond these are questions such as how often backup should be done, what files should be backed up, and where the backup media will be stored. You should establish explicit guidelines on these matters so that users are clear about what their backup responsibilities are. Such rules and regulations can be incorporated into an education campaign. To summarize, a general improvement in backup habits is likely to occur if you:

1.  Make backup a policy, not an option. 

2.  Make backup desirable. 

3.  Make backup easy. 

4.  Make backup mandatory. 

5.  Make sure users comply with backup policy. 

Backup Strategy
There is no universal path to quick and easy backup. If there was, everyone would be taking it and cheerfully doing their daily backup. The user with unlimited resources has some excellent options, the most attractive probably being optical disks. But the whole culture of personal computers is shaped by economics and the inescapable fact is that most individuals and organizations do not have unlimited resources. To make effective use of time and money devoted to backup, a backup strategy should be developed. Consider what files need to be backed up, and how often the backup should be performed. Begin by considering the type of backup that is needed.

Image Backup
Early personal computer tape drives could only perform a complete and total backup of every file on the hard disk, referred to as an image backup. This is a “warts and all” image, a track-by-track reading of the surface of the hard disk, including hidden and system files, even unused areas and cross-linked files. This caused problems when restoring data; for example, if the hard drive to which the data were being restored was not exactly the same make and model as the original. Some systems only allowed an image backup to be restored in its entirety, meaning that bad sectors were restored along with the good. But image backup has some advantages, such as speed. By treating the contents of the hard disk as a continuous stream of data bits, a lot of time that would otherwise be spent searching the disk for parts of specific files is saved. Recently, the use of image backup has been revived by more intelligent software that eliminates the shortcomings of early systems.

File-By-File
The alternative to an image backup is a file-by-file backup in which the user selects the directories and files to be backed up. The software then reads and writes each one in turn. While this may take longer than an image backup, it allows quick restoration of a single file or group of files. A file-by-file backup can also be faster than an image backup when only a small percentage of the hard disk has been used, or if the data on the hard disk are “optimized.”14 A file-by-file backup can be complete, including all of the files on the hard disk, but this is different from an image backup. In a file-by-file backup, the files are read individually rather than as a pattern on the disk.



14The term “optimized” refers to organizing data on the disk so that files are stored in contiguous sectors, in logical order for the most efficient retrieval. The term “defragmented” is used to describe the process of rearranging files so that they are stored in contiguous sectors. 



Data Vs. Disk
When choosing the files to include in a backup, there is some logic in omitting program files because these already exist on the original program distribution disk(s). However, a fully functioning personal computer is constantly changing. Software is fine-tuned, utility programs are added, batch files and macros created, tool bars and icons are customized, and system files are tweaked for optimum performance. Recreating a system after a major crash involves a lot more than just copying back the data and reinstalling the programs. Numerous parameters, the right combinations of which were previously determined by considerable trial and error, need to be recreated. If you have no backup of configuration or user-preference files, getting the system back to normal can be quite a challenge. A good compromise is to make a complete backup at longer intervals, while backing up changing data files more frequently.

Now consider what you want to include when performing a data file backup. For example, are font files to be included? They seldom change but can take up a lot of space. You might want to omit them from a data file backup. The same applies to spelling dictionaries and thesauri, which do not change. However, user-defined spelling supplements that are regularly updated might need to be included.

The method you use to include or exclude files from a backup operation will depend on the backup software you are using. For example, on the Macintosh, the operating system itself distinguishes between data/document files and program/application files, so backup software on the Mac often has a simple check box to include or exclude programs. Backup software on the PC often has include and exclude parameters based on file extensions. Program files can be excluded by specifying the extensions EXE and COM, plus BAT and SYS (as well as DLL on Windows systems). If you are consistent in your file naming, you might be able to group data files by specifying extensions such as DBF, XLS, DOC, and so on.

Incremental and Differential
An incremental backup involves backing up only those files that have changed since the last backup. The idea is that successive “all data files” backups are likely to include files that were already backed up. This slows down the backup process. Interim backups can be performed that only apply to files that have been added or modified since the last backup. Operating systems can do this by checking the status of files stored along with names and other directory information. Some backup software makes a distinction between incremental and differential backups; the later is defined as all files that are new or modified since the last full backup. This differs from an incremental backup, which is all files that are new or modified since the last backup, either full or incremental.

Note that restoring from an incremental backup, as opposed to a full backup, may require more work. Several sets of media may be required, namely the previous full backup plus all incremental backups since then. On the other hand, restoring from a differential backup requires only the last full backup plus the last differential backup. However, differential backups take up more space and take longer to perform than incrementals. Basically, incrementals are better to systems that are heavily used, like file servers on a network, whereas differentials are more appropriate for single-user systems.

Backup Regimen
The timing of backups depends on how often the information on a system changes. A personal computer might operate purely as an information bank, perhaps used to look up pricing information that seldom changes — such a system only needs to be backed up when the information is updated. But a PC that records customer orders coming in as fast as they can be typed might have to be backed up at least once a day. Most systems are somewhere between these two extremes, but remember that frequency of file changes may not be a constant factor. For example, spreadsheets in the accounting department might change quite often while the annual budget is being prepared, but remain unchanged the rest of the year. So, the backup regimen you implement will depend on how you use your computer. The three factors that need to be weighed against each other are:

•  The amount of time and effort represented by changes to files. 

•  The amount of time and effort represented by backing up the files. 

•  The value of the contents of the files. 

Careful consideration of work patterns is necessary to establish an appropriate backup regimen. You can combine the three levels of backup described earlier, based on three different intervals:

Interval 3  Total backup 

Interval 2  Data file backup 

Interval 1  Incremental data file backup 

For example, you could do a total backup once a month, a total data file backup once a week, and an incremental data file backup every day. The main point is that every backup does not have to be complete or lengthy, and a schedule mixing complete and partial backups will require less time and so stand more chance of being adhered to. One important factor to bear in mind when designing your backup schedule is the ease with which the state of your data at a specific point in the past can be recreated. For example, suppose that a virus is discovered on a hard drive and many files have been infected. A process of deduction determines that the virus was probably introduced on Monday when an employee brought in a game on a floppy disk. If incremental backup is done daily with a full backup on Friday and today is Wednesday, then one option of dealing with the virus is to erase the hard disk and then restore the previous Friday’s backup. Since viruses do not infect true data files you can then restore the data files from the Monday and Tuesday incremental backups.

But what if records were accidentally erased from a data base on Tuesday, and this affected spreadsheets and reports created on Wednesday, yet the error was not discovered until the following Monday? You could not use the complete backup from the immediately preceding Friday to correct this problem. You would need the complete backup from the preceding Friday, plus the following Monday’s incremental backup. If this sort of problem sounds challenging, that’s because it is. Getting people to create backups is only part of the problem. Restoring systems and data from those backups is quite another.

Backup Handling and Storage
Consider the physical handling of the backup media. Where will it be stored? How many copies will there be? What makes a good off-site storage location? One possible media management program is to place backup copy 1 off-site (a bank, the manager’s home, a different office of the same company). Note that simply using a fireproof safe designed for important papers is not enough. Magnetic tapes give up the digital ghost at much lower temperatures than paper ignites — you want a safe that prevents internal temperature from rising above 125°F for at least 1 hour during exposure to fire at 1500°F. After a suitable interval you make backup copy 2, which is placed off-site, while backup 1 moves to on-site storage. After another interval, you reuse the backup 1 media to make backup 3, which is placed off-site while backup 2 is moved on-site. This means the off-site backup is always the most up-to-date.

For data-intensive operations, such as order processing where large amounts of data are added or altered every day, you can use a day-by-day backup schedule such as the six-way system. You begin by labeling six sets of media as Friday1, Friday2, Monday, Tuesday, Wednesday, and Thursday. On Friday afternoon, the operator goes to the backup storage cabinet and takes out the media marked Friday1. This is used to make a complete backup of the hard disk. The media is locked away over the weekend. On Monday afternoon, the operator goes to the media cabinet and gets out media marked Monday. This is used to make an incremental backup, overwriting the previous data on the media. The same thing happens on Tuesday through Thursday. Incremental backups are made each day on media marked for that day of the week.

When Friday rolls around again, the Friday2 media is used for a new complete backup. On Monday the incremental backup is made onto the Monday media, and so on, until Friday comes around again and you overwrite Friday1 with another complete backup. This system gives you a maximum archive period of two weeks. For example, on Fridays before you perform the Friday backup you have the ability to restore data from one or two Friday’s ago. On any day of the week you can restore things to the way they were on same day of the previous week.

This system has several advantages. The time required for an incremental backup is generally far less than that for a full backup, making the daily routine less burdensome. Nevertheless, if restoration is required, a full set of data can be put together. If you simply use the same backup media every day, this type of recovery is not possible. A variation of this six-way routine, sometimes referred to as the father/son backup cycle, requires eight sets of media with the additional ones being called Friday3 and Friday4 so that your archive goes back a whole month.

Yet another backup cycle is the ten-way or grandfather/father/son system. This covers 12 weeks and allows you to delete data from your hard disk and retrieve it up to 3 months later. A variation of this scheme involves removing some of the complete backups from circulation at regular intervals for archive purposes, for example, once a month or once a quarter. One advantage of this is a gradual replacement of media, which have a natural tendency to wear out from repeated use.

Give some thought to the time of day that backups are performed. It seems natural to do the backup at the end of the day, then lock the media away or take it off-site. Because some backup systems, such as tape units, allow backups to be triggered automatically, some people leave systems on overnight and have the backup performed under software control. This minimizes inconvenience to users and leaving systems running is not considered detrimental to their health or reliability (although monitors should be turned down or off). However, even if the hardware performs reliably, there is a problem because the backup is being performed during a period of high risk.

Theft of computers, tampering with files, or disasters such as fires can progress with less chance of detection during the night. An unsupervised overnight backup operation is no protection against these threats. Indeed, if the backup media sits in the computer until a human operator arrives in the morning, it can make a nice present to someone looking to steal data. Doing backup first thing in the morning might seem like the answer, but again, an overnight attack threatens a whole day’s worth of work. Besides, backup operations tend to tie up processing time and thus prevent systems from being used, which can make backing up in the morning counterproductive. One solution available to companies with an evening shift is to have them perform the backup and lock up the media before leaving. Indeed, with larger networks it will be necessary to budget staff specifically for this task.

Remote Backup Strategies
Off-site storage of backups is a strong defense against two serious threats, physical theft and natural disaster. However, some off-site storage options pose practical or tactical problems. Requiring staff to take backup media home with them imposes a considerable burden of responsibility, and requires a high degree of trust. Most banks are not set up to receive magnetic media for safe deposit outside normal banking hours. Fortunately, numerous companies now specialize in off-site storage of media, such as Arcus Data Security, DataVault, and Safesite Records Management.

Safesite’s SafeNet service provides off-site storage and rotation of file server backup tapes. Outgoing tapes are placed in foam shipping trays and air-freighted overnight to secure vaults where they are bar coded and stored in a halon-protected environment that is fully temperature and humidity controlled. You pay a weekly fee for this service. Other companies operate at a local level, offering daily pickup and delivery of backup media according to standard rotation schedules. This has the added benefit of reinforcing backup regimes.

One step beyond physical off-site collection and delivery of backup media is remote off-site backup. In other words, your computers are backed up automatically, over phone lines, to a remote location, a strategy known as televaulting. This not only provides protection against theft and natural disasters at your site, it also provides insurance against errors and failures in your normal on-site backup systems. A pioneer and leading supplier of this type of service is Minneapolis-based Rimage Corporation (while the company headquarters are in Minneapolis, all its eggs are not in one basket — Rimage operates backup sites in New York and Atlanta, plus one near Los Angeles and another near San Francisco).

DEFEATING VIRUSES AND OTHER MALICIOUS CODE
One of the most persistent threats to the confidentiality, integrity, and availability of data entrusted to desktop systems, is malicious code, the most common form of which is the virus. A computer virus is self-replicating code designed to spread from system to system. Thousands of different viruses have been identified, although only a few hundred are active. This is software which can erase files, bring down networks, and waste a lot of person power and processing time. There are several types of programs, besides viruses, that can be grouped together as malicious code, or MC, although each type poses a different threat to the integrity and availability of your data.

The Malicious Code Problem
Based on numerous studies it is possible to say that malicious code has caused billions of dollars worth of damage and disruption over the last five years.15 Malicious code has affected everything from corporate mainframes and networks to computers in homes, schools, and universities. Despite impressive advances in defensive measures, malicious programs continue to pose a major threat to information security. A key member of IBM’s antivirus team, Alan Fedeli, uses the following as simple, working definitions of the three main problems for PC and LAN users:



15One of the most comprehensive studies is the one performed by NCSA, available at their Web site, www.ncsa.com. 



•  Virus: a program which, when executed, can add itself to another program, without permission, and in such a way that the infected program, when executed, can add itself to still other programs. 

•  Worm: a program which copies itself into nodes in a network, without permission. 

•  Trojan horse: a program which masquerades as a legitimate program, but does something other than what was expected, (as in the deceptive wooden horse used by the Greek army to achieve the fall of Troy). 

Note that while viruses and worms replicate themselves, Trojan horses do not. Viruses and worms both produce copies of themselves but worms do so without using host files as carriers.

A fourth category of malicious code, the logic bomb, has historically been associated with mainframe programs but can also appear in desktop and network applications. A logic bomb can be defined as dormant code, the activation of which is triggered by a predetermined time or event. For example, a logic bomb might start erasing data files when the system clock reaches a certain date or when the application has been loaded x number of times. In practice, these various elements can be combined, so that a virus could gain access to a system via a Trojan, then plant a logic bomb, which triggers a worm.

The practical objection to viruses and worms, Trojan horses, and logic bombs, is that no programmer, however smart, can write code that will run benignly on every computer it encounters. Commercial software developers like Microsoft, which spend millions on software development and testing, cannot create such code, even when an elaborate installation program is used. The number of hardware permutations alone is staggering (with 12 alternatives in 12 categories you get 8,916,100,448,256 possible combinations). Quite simply, you cannot write benign code which can insert itself unannounced into every system without causing problems for at least some of those systems.

About Viruses
According to Dr. Peter Tippett, President of the National Computer Security Association, even if virus code does not try to cause harm, “most of the damage that viruses cause, day in and day out, relates to the simple fact that contamination by them must be cleaned up. The problem is that unless you search through all the personal computers at your site, as well as all the diskettes at your site, you can have no assurance that you have found all copies of the virus that may have actually infected only four or five PCs. Since viruses are essentially invisible the engineer must actually go looking for them on all 1000 PCs and 35,000 diskettes in an average corporate computer site. And if even a single instance of the virus is missed, then other computers will eventually be reinfected and the whole clean-up process must start again.”

Further light is shed by IBM’s Al Fedeli who notes that “While viruses exhibit many other characteristic behaviors, such as causing pranks, changing or deleting files, displaying messages or screen effects, hiding from detection by changing or encrypting themselves, modifying programs and spreading are the necessary and sufficient conditions for a program to be considered a virus.” The very act of modifying files means that the presence of a virus causes disruption to normal operation, in addition to which the virus program can be written to carry out a specific task, like playing a tune at a certain time every day. In a mix of metaphors, such a virus task is referred to as a payload and the event that releases or invokes it is referred to as a trigger. This might be a date or action, such as booting up the machine. Some payloads are very nasty, such as corrupting the file allocation table (FAT) on a disk and thus rendering files inaccessible.

A lot of viruses attack operating system files, meaning that they have the potential to disrupt a wide range of users. Other viruses attack a particular application. Consider the virus that attacks dBASE data files, stored with the DBF extension. The virus reverses the order of bytes in the file as it is written to disk. The virus reverses them back to normal when the file is retrieved, making the change transparent to the casual user. However, if the file is sent to an uninfected user, or if the virus is inadvertently removed from the host system, the data are left in a scrambled state.

Before moving on to Trojan horses, it is important to point out that although some people say there are thousands of viruses to worry about, as of early 1997, only a few hundred were “in the wild”. This term is reserved for viruses that have actually infected someone, somewhere. It is important to distinguish this small number of “in the wild” viruses from the much larger number of “in the zoo” viruses. We use this term to describe a virus that has never been seen in a real-world situation (believe it or not, some people who write viruses send them to antivirus researchers, which is one reason the population of the zoo far outnumbers that of the wild).16


16A list of current “in the wild” viruses can be found at www.ncsa.com/virus/wildlist.html. The list is maintained independently for the computing community by Joe Wells, with the help of over 40 volunteers around the world. 



The Trojan Horse
According to Rosenberger and Greenberg “Trojan horse is a generic term describing a set of computer instructions purposely hidden inside a program. Trojan horses tell programs to do things you don’t expect them to do.” The original Trojan horse held enemy soldiers in its belly who thus gained entrance to the fortified city of Troy. In computer terms, a seemingly legitimate program is loaded by the user, but at some point thereafter malicious code goes to work, possibly capturing password keystrokes or erasing data.

An example appeared in 1995 when someone started distributing a file described as PKZIP 3.0, the long-awaited update of PKZIP version 2.04g, an excellent file archiving tool. Naturally, since the purpose of PKZIP is to compress and decompress files, version 2.04g was distributed as a self-extracting file. That is, it was executed as a program at the DOS prompt. PKZIP 3.0 was also made available on bulletin boards as an executable file, but it was not a self-extracting archive. Instead it was a Trojan horse that attempted to execute the DELTREE and FORMAT commands. Although clumsily written, it sometimes worked and some people lost data (one defense against such programs is to rename, remove, or relocate potentially destructive commands like FORMAT and DELTREE).

The Worm
According to virus experts Rosenberger and Greenberg, a worm is similar to a Trojan horse, but there is no “gift” involved: “If the Trojans had left that wooden horse outside the city, they wouldn’t have been attacked from inside the city. Worms, on the other hand, can bypass your defenses without having to deceive you into dropping your guard.” The classic example is a program designed to spread itself by exploiting bugs in a network operating software, spreading parts of itself across many different computers that are connected into a network. The parts remain in touch with, or related to, each other, thus giving rise to the term worm, a segmented insect. Naturally, this has a disruptive effect on the host computers, eating up empty space in memory and storage, and wasting valuable processing time.

The best-known example is the Internet worm which consumed so much memory space and processor time that eventually several thousand computers ground to a halt (the Morris/Internet worm has been exhaustively analyzed and documented on the Web). More destructive worms might erase files. Even without malicious intent, communications on the network are likely to be disrupted by any worm as it attempts to grow from one area to another. Most people agree that a worm is typified by independent growth rather than modification of existing programs. The difference between a worm and a virus might be characterized by saying a virus reproduces, while a worm grows.

The Code Bomb
One of the oldest forms of malicious programming is the creation of dormant code that is later activated or triggered by specific circumstances. Typical triggers are events such as a particular date or a certain number of system starts. Stories abound of disgruntled programmers planting logic bombs to get back at employers deemed to have been unfair. Several logic bombs have been planted in order to extort money. You have to pay up or find the malicious code and remove it. The latter option can be extremely costly when the system is a large mainframe computer.

Defenses Against MC
The layered approach to security that we advocate can provide a head start in defending against malicious code. To briefly reiterate the elements of this layered approach, they are

•  Access control 

•  Site — controlling who can get near the system. 

•  System — controlling who can use the system. 

•  File — controlling who can use specific files. 

•  System support 

•  Power — keeping supply of power clean and constant. 

•  Backup — keeping copies of files current. 

The three access control items provide positive protection against infection, while the last item under System Support, backup, allows you to recover from a virus attack. However, we now add a third layer of System Support, namely Vigilance — keeping tabs on what enters or attempts to enter the system. By exercising vigilance, users and administrators alike can prevent, or at least minimize, the effects of malicious programming. To be vigilant, users need to know what they are defending against. This means:

•  General training in malicious code awareness. 

•  Constant updating of defenses to remain effective against a threat which continues to evolve. 

•  An ongoing program of security checking, review, and retraining. 

In the case of the most prevalent malicious code threat, viruses, vigilance means:

•  Knowing what viruses are, the methods of attack they use, and what constitutes a healthy regimen of computer operation and maintenance. 

•  The use of hardware and/or software that prevents or warns of virus attacks (typically, software of this type needs to be updated on a regular basis in order to remain effective). 

•  Hardware and software buying choices might be affected, with systems and programs that are more inherently virus-free being preferred. 

Staying Abreast
To be effective against malicious code you must keep abreast of the latest threats. Fortunately, this is now a lot easier than it used to be. There are a number of online sources that are sure to report new developments:

•  NCSA forums on CompuServe 

•  NCSA pages on the Web 

•  Forum/Web page/BBS hosted by your antivirus vendor 

•  VIRUS-L news group 

For the small/home office user we recommend checking in with one or more of these sources once a week. After all, it only takes a few minutes. For larger organizations we suggest that someone, probably on the support staff, be assigned the task of making a daily check.

Basic Rules
Being vigilant about the files that enter your system will go a long way towards protecting it from malicious code. If you use access controls to extend that vigilance to the times when you are not around to oversee what is happening to your computer, you should avoid the immediate effects of malicious code attacks. To sum up the defensive measures discussed here, the following rules can be promulgated, first for the individual user, and then for the manager of users.

1.  Observe site, system, and file access security procedures. 

2.  Always perform a backup before installing new software. 

3.  Only use reputable software from reputable sources. 

4.  Know the warning signs of a malicious program. 

5.  Use antivirus products to watch over your system. 

6.  Use an isolated machine to test software that might be suspect. 

Rules for managers of users:

1.  Make sure that access control and backup procedures are observed by all users. 

2.  Check all new software installations, floppy disks, and file transfers with an antivirus product. 

3.  Forbid the use of unchecked or unapproved software, floppy disks, or online connections. 

4.  Stay informed of latest developments in malicious programming, either through an alert service or by tasking in-house staff. 

5.  Keep all staff informed of latest trends in malicious code so that they know what to look for. 

6.  Make use of activity/operator logging systems so that you know who is using each system and what it is being used for. 

7.  Encourage the reporting of all operational anomalies and match these against known attacks. 

Boot Sector Viruses
This type of infection hits your computer just as it loads the operating system. Most common on IBM-compatible machines, boot sector viruses can also be created for other systems (the “first” virus was an Apple II boot sector virus). Boot sectors are what get the operating system loaded into memory after you power-up the system (cold boot), or perform a hard reset (usually using a button on the front of the machine). On IBM-compatible machines, the instructions stored in the BIOS, which cannot themselves be infected by a virus since they are burned into ROM (Read Only Memory), load information from the Master Boot Sector and DOS Boot Sector into RAM, after performing the POST (Power On Self Test) and reading data, such as the time, from CMOS (which can be corrupted by viruses).

According to Virus Bulletin’s description “boot sector viruses alter the code stored in either the Master Boot Sector or the DOS Boot Sector. Usually, the original contents of the boot sector are replaced by the virus code…. Once loaded, the virus code generally loads the original boot code into memory and executes it, so that as far as the user is concerned, nothing is amiss.” This might be accomplished by virus code in the boot sector that points to a different section of the disk. So the virus code is in memory and the user is none the wiser. The virus may then infect the boot sector of any floppy disk that is used in the machine’s floppy disk drive, thus passing the infection on. While this is rather clever, it would seem to be an inefficient means of replicating now that so many people boot from a hard disk. If everyone cleaned their hard disk boot sector it would appear that extermination of boot sector viruses would be achievable.

Unfortunately, this overlooks the fact that there are boot sectors on ALL floppy disks, not just those that are bootable system disks. And we have all made the mistake of turning on or resetting a system with a floppy in drive A. If the floppy disk is not bootable, for example, if it is a data or program installation disk, we get the “Non-System disk or disk error. Replace and strike any key when ready” message. Alas, at that point the boot sector virus is already in memory. Indeed, that message is read onto the screen from the boot sector. Taking the floppy out and pressing “any key” will not clear the virus from memory, and besides, it may have already infected the hard disk. Note that the Macintosh uses a combination of hardware design and operating system software to spit out floppy disks when booting, thus considerably reducing the chances of this type of infection.

Even without the Mac’s method of handling floppies, the solution appears quite simple: don’t leave floppies in drive A, and if you do get the Non-System error message, reset the system instead of pressing “any key” when you get the message. Better still, if you have a newer BIOS that allows you to adjust the drive boot sequence, tell it to boot from C before A (this still allows you boot from a floppy if something happens to drive C). Well-known boot sector viruses include Michelangelo, Monkey.B, and perhaps the most widely occurring viruses of all time, Stoned and Form.

While at first it sounds like you could only catch a boot sector virus from a floppy disk, the threat is slightly more complex thanks to the folks who enjoy placing boot sector viruses in Trojan horse or “bait” files and then uploading them to bulletin boards. These files are designed to place the boot sector virus on your system when you execute them (ironically, these programs accomplish this task with a routine known as a “dropper,” originally developed to allow the transfer of boot sector viruses between legitimate researchers and antivirus programmers).

Parasitic Viruses
More numerous than boot sector viruses but less prevalent, parasitic viruses are also referred to as file infectors, because they infect executable files. According to Virus Bulletin “they generally leave the contents of the host program relatively unchanged, but append or prepend their code to the host, and divert execution flow so that the virus code is executed first. Once the virus code has finished its task, control is passed to the original program which, in most cases, executes normally.” While such a complex operation sounds at first like it would be immediately noticeable to the user, this is often not the case since virus code is typically very compact. The temporary diversion of program flow is often indiscernible from normal operations.

Multipartite and Companion Viruses
You now know what boot sector and file infector viruses do. Put the two together and you have multipartite viruses, such as Tequila, which are capable of spreading by both methods. At the other end of the sophistication scale are companion viruses which take advantage of this simple fact about DOS: if you launch a program at the DOS prompt by entering its name, as in FORMAT, and DOS finds that there are two program files in the current directory, one called FORMAT.COM and the other called FORMAT.EXE, the COM file will be executed before the EXE file. A companion virus thus hides and spreads as a COM variant of a standard EXE file. Examples include the rare AIDS II and Clonewar viruses.

Other Types of Virus
Link viruses are a type of virus rare in the wild, despite the fact that they have considerable potential for spreading rapidly owing to the way they manipulate the directory structure of the media on which they are stored, pointing the operating system to virus code instead of legitimate programs. Academic viruses researchers and underground virus writers both spend a lot of time thinking about new ways in which viruses may be spread. This leads to many “in the zoo” or “in theory” viruses which exist more on paper than in practice. Several approaches to infection that fit into this category are source code and object code viruses. The idea behind a source code virus is to insert virus instructions into programs at the source code level, rather than through the compiled program.

A source code virus would add itself to the source code file, then get compiled into the executable file when the program code was compiled. From the complied program the virus code then seeks out further source code files to infect. This method of infection could be quite effective in some environments since most source code files have common and easily identifiable attributes, such as file extensions (like.C and.BAS). There is little evidence of such viruses on desktop machines, but widespread use of an interpreted language, like Microsoft Visual Basic, could make this an appealing path for infection.

To understand the object code virus, of which at least one example, Shifting_Objectives, has been discovered, you need to know that all of the source code for a complex program, such as Microsoft Windows or Microsoft Excel, is not compiled into one large EXE or COM file. Instead, these programs use sections of code, called objects, that are loaded into RAM and linked together only when they are needed. Programmers like to write code in the form of objects because these can be recycled very easily. For example, if treated as an object, the code required to create a dialog box can also be used in many places within a program, without the programmer having to code each dialog box individually. By infecting an object rather than an executable, the object code virus makes itself less open to normal methods of detection (for example, many antivirus strategies concentrate on protecting and monitoring executable files).

The term kernel is used to describe the core of the operating system. In DOS, for example, the kernel is stored in the hidden file IO.SYS. The idea behind a kernel infector, of which there are currently very few, is to operate at one level above the boot sector, but within the heart of the operating system, replacing the instructions in the real IO.SYS with its own agenda. This makes the virus more difficult to track than if it infected visible COM files such as COMMAND.COM. By loading its own code into memory ahead of the operating system the virus can achieve “stealthing” to avoid many traditional forms of virus detection.

Stealth and Polymorphism
Stealth viruses use traditional techniques for infection, such as boot sectors and executable files, but they have code which stays in memory to monitor and intercept operating system calls, thus disguising its presence. As Jonathan Wheat, one of the antivirus experts at NCSA puts it “when the system seeks to open an infected file, the stealth virus leaps ahead, uninfects the file and allows the operating system to open it, so that all appears normal. When the operating system closes the file, the stealth virus reverse the actions, reinfecting the file. If you look at a boot sector on a disk infect by a stealth boot sector virus what you see looks normal, but it is not the real boot sector.” Stealth viruses pose numerous problems for traditional antivirus products, which may even propagate the virus as they examine files when looking for infections.

The term polymorphic is used to describe computer viruses that mutate to escape detection by traditional antivirus software which compares suspect code to an inventory of known viruses. Polymorphic viruses can infect any type of host software. Polymorphic file viruses are most common but polymorphic boot sector viruses have also been discovered (virus writers use a free piece of software called the Mutation Engine to transform simple viruses into polymorphic ones, which ensures that polymorphic viruses are likely to further proliferate).

Some polymorphic viruses have a relatively limited number of variants or disguises, making them easier to identify. The Whale virus, for example, has 32 forms. Antivirus tools can detect these viruses by comparing them to an inventory of virus descriptions that allows for wildcard variations. Polymorphic viruses derived from tools such as the Mutation Engine are tougher to identify, because they can take any of four billion forms!

Macro Viruses
Viruses do not need to be written in assembly code or a higher language such as C. They can be written using any instruction set. Ask anyone who has worked with macros in programs such as 1-2-3 or Excel, WordPerfect, or Word, and you will discover that these work just like a programming language. As macros evolved from their origins in the 1970s in word processing (storing multiple keystrokes under one key) to spreadsheets in the early 1980s (enabling complex menu branches of conditional commands) they acquired a vital ingredient for virus making, automatic execution.

Of course, the purpose of automated operation was to enable the creation of easy-to-use, macro-driven applications for less-experienced users. In the mid to late 1980s this became a major activity within some organizations. Macro power increased, driven by power users of programs like 1-2-3 who worked hard to reduce complex operations, such as invoicing, to simple macro menus. Macros acquired the ability to execute operating system commands and further extended their power in the early 1990s when software designers introduced cross-application macro languages, such as WordBasic. The result is a class of computer file which appears at first to be a data file, but which may actually contain a program of macro commands.

This further blurred the distinction embodied in the oft-repeated advice that “your computer cannot be infected by a document” and “you can only be infected by programs.” These statements only remain true if we carefully define documents to exclude those containing macros (and any other pseudo-language such as PostScript, which can trigger hardware events when transmitted to a printer) and define programs to include executable code in the widest sense (including ANSI codes, which could execute some unwanted actions if placed in E-mail that was displayed in text mode).

Ironically, Microsoft’s domination of the software market in the mid 1990s provided the final ingredient for a “document” virus outbreak, that is, a universal, transplatform application — Microsoft Word. In late August of 1995 people learned that there was a dark side to the compatibility benefits of a de facto standard for word processing. A new virus came to light, capable of being spread through the exchange of Microsoft Word documents. The virus, named Winword.Concept, replicates by adding internal macros to Word documents. If the virus is active on a system, an uninfected document can become infected simply by opening it and saving it using the “File Save As” menu option. Although Winword.Concept does not cause any intentional damage to the system, some users have reported problems when saving documents. 

The macro virus becomes active when you open an infected document, doing so via Microsoft Word’s “AutoOpen” macro, which executes each time you open a document. If you open an infected document with Word, the first thing the macro virus does is check the global document template, typically NORMAL.DOT, for the presence of either a macro named PayLoad or FileSaveAs. If either macro is found, the routine aborts and no infection of the global document template occurs. However, if these macros are not found, then several macros are copied to your global document template. During the course of copying the macros a small dialog box with an “OK” button appears on the screen. The dialog box simply contains the number “1” as its only text. The title bar of the dialog box indicates it is a Microsoft Word dialog box. This dialog will only be shown during the initial infection.

Once these macros are added to the global document template, they replicate by means of the virus version of “File Save” command. Consequently any document created using File Save As will contain this macro virus. An uninfected user can simply open the document and become infected. This can even happen while you are online to the World Wide Web, if you have your Web browser configured to use Word as the viewer for DOC files (the remedy is to use a viewer program such as Word Viewer, instead, as described later in this chapter). Note that the “PayLoad” macro contains the following text:

Sub MAIN

      REM That’s enough to prove my point

End Sub

However, “PayLoad” is not executed at any time. Because of the flexibility of Microsoft’s WordBasic macro language, almost anything could be performed here (including a file delete or other potentially damaging operating system commands). Also note that Word is available in many different languages, and in some versions the macro language commands have also been translated. This has the effect that macros written with English version of Word will not work in, for example, the Finnish version of Word. The result is that users of such a national version of Word will not get infected by this virus. However, using an infected document in a translated version of Word will not produce any errors, and the infection will stay intact even if the document is re-saved. Under these circumstances you should check for the presence of the virus in any case, in order not to spread infected DOC files further.

There are some preventative measures built into Word that are supposed to control automatic macros. For example, the Word for Windows manual states that if you hold down Shift while double-clicking the Word icon in Program Manager, then Word will start up with file-related “auto-execute” macros disabled. However, while this ought to inhibit the actuation of some macro viruses like WinWord.Nuclear, which relies on this feature, many users have found that it doesn’t work. They also found that starting up Word with the command line WINWORD.EXE/m, which is supposed to achieve a similar effect, failed as well, as did holding down Shift while opening a document to disable any automatic macros in that file. Furthermore, many companies have invested a lot of development time in automatic Word macros to automate routine tasks. The best strategy for preventing infection is thus to scan all incoming documents. All products that achieve the NCSA’s antivirus certification (listed at www.ncsa.com) are capable of spotting macro viruses.

ACCESS CONTROLS AND ENCRYPTION
Access control is discussed in Section 1.1 as well as 2.2. Encryption technology is discussed in Section 8.1. Earlier it was noted that access controls and encryption are a defense against the compromise of data on stolen systems and storage media. For example, if a laptop system is stolen but the bulk of the data on the machine are stored in encrypted files, it is unlikely that the thief, or the person to whom the machine is fenced and ultimately sold, will gain access to the data.

Unfortunately, encryption is an example of security’s two-edged sword. For example, the very feature that makes a notebook easier to secure physically (the small size — it can be locked away in an office drawer or a hotel-room safe) also makes it easier to run off with. Similarly, the technology that renders files inaccessible to the wrong people, encryption, can be abused to deny access to legitimate users (in the last 12 months we have received several calls from companies wanting help in retrieving their own data, encrypted by a disgruntled employee who refuses to share the password — payment is sometimes demanded, leading to the term data ransoming).

Nevertheless, it is better to use the digital protection schemes that are available than risk data loss or compromise. Start with the BIOS. Most laptops and desktops produced in recent years have a decent set of BIOS-based security features. For example, the trusty three-year-old Compaq Concerto on which this chapter is being written allows the user to “hot lock” with a single keystroke, preventing anyone from using the mouse or keyboard unless they can enter the correct PIN. This can be set to kick in at system startup, thus defending against a reboot attack. Beyond this, you can disable the floppy drive, even block the ports, and all with a security program that has a Windows interface. Getting around this protection would require taking the machine apart and knowing just how to drain current from the CMOS.

Beyond BIOS-based protection you have the option of installing encryption software to scramble the contents of files so that they are useless to anyone who doesn’t have the password/key. Encryption programs can operate at different levels. You can chose to encrypt just a few very valuable files on a file-by-file basis. This is simple and straightforward with something like Nortel Entrust Lite, McAfee’s PC Secure, RSA’s SecurPC, or Cobweb Application’s KeyRing. These programs are particularly useful when you want to transmit files by E-mail, which remote users often need to do. If you routinely need to encrypt your E-mail messages, as opposed to file attachments, then PGPMail or ConnectSoft’s Email Connection may be the way to go (the later supports the S/MIME standard and requires a password before you can even run the program).

The next level of encryption is a designated area on the hard disk, in which all files stored are automatically encrypted. This is possible with programs like Utimaco’s Safe Guard Easy products, which perform on-the-fly encryption. In other words, encryption and decryption are made part of the normal file save and open process. This can be more convenient in that constant entering of passwords is not required, but then again, if the master password is compromised the attacker may gain access to more data than if each file had a separate password. Program’s like Symantec’s Norton Your Eyes Only can actually encrypt everything on the entire hard disk, if that is what you want to do.

If you do use encryption you will need to take passwords seriously. The use of a master password, which unlocks all files you have encrypted, can simplify this, but it also increases the amount you have riding on one single password. Separate passwords for each file presents a management problem. Then there is the dilemma of easy-to-remember passwords, like your name, being easy for interlopers to guess, vs. long, obscure, and hard to crack passwords that you are tempted to write down, and thus compromise, just because they are hard to remember.

Also, there is the temptation to use the same password in different situations, which can lead to compromise. For example, it is relatively easy to crack the standard Windows 95 screen-saver password. So, you shouldn’t use the same password for the screen-saver that you use for network log-in or sensitive file encryption (alternatively, you can use a more powerful screen-saver, such as Cobweb Application’s HideThat).

Several encryption solutions attempt to go beyond passwords. For example, Fischer International offers a hardware key that fits inside a floppy disk drive. Companies like Chrysalis and Telequip make PCMCIA cards that not only store encryption keys but also perform encryption calculations, thus mitigating some of the performance hit that encryption can impose. Encryption programs like Entrust can store passwords on floppy disks, which allows them to be kept separate from the computer where the encrypted files are stored. Keep that in your pocket when you leave your laptop behind and at least you will know that nobody can get to your files, even if they steal your machine.

DEFENDING THE LAN
The first personal computer networks were installed in the mid 1980s, allowing users to share, for purposes of efficiency, productivity and cost-saving, their storage devices, printers, and software. Naturally, these networks started out small, hence the term local area network. They were often informal, employed by a group of users who knew and trusted each other, and so people paid little attention to the security implications of this new type of computing.

Peer-to-Peer Networks
Typical of this phase of networking is the peer-to-peer network, in which each computer on the network has an equal ability to make its resources available to all the others. Examples are Appletalk, standard on the Apple Macintosh since 1984, Microsoft Windows for Workgroups, and Novell Personal NetWare. Microsoft continues to provide peer-to-peer networking in Windows 95 and Windows NT Workstation. The ease with which users of peer-to-peer networks can share files and printers is both appealing and alarming.

If you work with a small group of trusted colleagues, this approach to networking can be both convenient and efficient. But as such networks grow, systems become harder to manage and trust is spread thinner. Access is difficult to control, because the network operating system was not designed with control in mind. All connections between a peer-to-peer network and other systems, such as the Internet or a dial-up line for a remote user are a security threat. For example, unless specific and nonobvious precautions are taken, any machine on a Windows 95 peer-to-peer network which dials out to the Internet immediately creates a path by which any other system on the Internet can access your shared resources.17


17For a test, point your Web browser to www.omna.com/yes/mwc/info, a page that tells you how your Windows 95 machine is configured. 



Server-Based Networks
Novells’ main Netware product has always been a server-based network operating system and this path was followed by IBM, and later Microsoft (in the form of Microsoft LAN Manager which has evolved into Windows NT Server). Note that PCs connected to a network file server as clients act as workstations, not terminals. In other words, they do not give up their ability to locally input, process, store, and output. Furthermore, unless they are logged onto the network, the network cannot have any effect on their security, which has serious implications. For example, when a PC has been logged off, the network operating system cannot control access to directories on its hard drive or prevent the user running locally stored applications.

Similarly, the network file server may scan both server and client directories for malicious code, but it cannot scan clients when they are not clients, that is, when they are logged off. This means that viruses can still infect machines that are part of the network. When an infected local machine later logs onto the network, it can spread the virus to the server.

While it is typical for the network file server to require that only authorized users, with valid users name and passwords, be allowed to use network resources, the network itself cannot identify users who do not log on. Theft, destruction, or corruption of data that are stored locally on a client is thus entirely possible, unless additional controls are in place. However, some interesting variations are possible when PCs are networked. For example, it is possible to configure desktop machines so that they cannot be operated unless they are logged onto the network. This can be achieved by extending the BIOS-based security described earlier (other examples of enhanced BIOS include alerting the network if the PC is logged off or disconnected).

Network Computers
If access to local storage is also blocked at the BIOS level, or removed completely, then the desktop computer becomes a truly dedicated client, useless without its properly authenticated network connection. Of course, some might argue that the machine is no longer a “personal computer,” but from a security perspective the response is likely to be “so what?”. In fact, today’s networking technology allows the network to provide users with their own sever-based storage and their own customized applications and settings, without the need for local storage. This facilitates centralized management of security tasks such as backup, authentication, and malicious code scanning.

The personal computer (PC) is thus transformed into the network computer (NC), a reincarnation of the diskless workstations that flopped in the 1980s. Back then, server-based software was far less exciting than the code you could run on standalone desktop machines, which were first adopted by eager do-it-yourself programmers who were people with a natural aptitude for productive use of the technology. Now that more than 50% of the workers in America have to use a computer of some kind, there is less need for each one of those computers to be personally managed and controlled.

From a security and management perspective, the NC is clearly a step forward, a cost-effective one at that. It is not unreasonable to suggest that individuals who still need or want a truly personal computer can either use their own machine at home, or use a nonnetworked system at the office. In any event, organizations should not lose sight of the fact that the “personal” computers it provides to its employees are actually the property of the organization, which is free to control the manner in which they are used, particularly when some uses such as Web surfing can increase risks to valuable data, not to mention the negative impact on productivity.

Network Security Implications
Constant improvements in hardware and software enabled LANs to grow in size and power. By the early 1990s some LANs had evolved into mission-critical information systems. The security implications increased dramatically but, even when network managers have had time to think about these implications, they have often lacked the resources and tools with which to address them. Furthermore, because many of these PC-based networks resembled the familiar paradigm of a powerful central computer supporting numerous, less powerful machines, many people assumed that the security problems could be solved in familiar ways, such as (1) give users password protected network accounts and don’t let anyone log onto the network unless they can supply a valid account name and password; and (2) perform regular backups.

In practice, (2) has been easier to achieve than (1), but in a typical LAN environment (2) offers less protection than you might expect. The reason is simple. As was noted earlier, desktop computers are computers, they are not terminals. A desktop computer runs its own operating system under local control, does its own processing, has its own storage and its own input and output capabilities. Of course, you can try and make a desktop computer emulate a terminal, but unless you turn it into a terminal it will still be a computer.

Of course, there are many positive reasons for increased intercomputer communications, such as:

•  Cost savings from sharing resources 

•  Productivity gains from faster, better communications and information sharing. 

There are also potential security benefits. Any serious network operating system, or NOS, contains security features, and every NOS is more mindful of security than the popular desktop operating systems. The centralized storage of information that comes with server-based networking makes that information easier to protect, at least in terms of backup.

But these gains come with risks attached. Connecting two computers opens up a new front for the attacker who can exploit the connection, either to get at the data being transferred, or to penetrate one or more of the connected systems. Simply put, establishing a connection between two or more computers means:

•  More to lose.18 



18A 1993 study by Infonetics Research of San Jose, California found that when companies experienced losses due to LAN outages, the average amount per company, including lost revenues and productivity, was $7.5 million. 



•  More ways to lose it. 

The increase in potential gains from a single successful penetration of security makes the connected computer a far more promising target for the attacker. You still have to worry about in-house interlopers, both the merely curious and the seriously fraudulent, as well as disgruntled employees for whom intercomputer connections are a target for belligerence. But you also need to consider outside hackers, both amateur and professional, who live and breath intercomputer communications.19 The security implications of networking personal computers can be assessed as two different factors:



19Remember that hacker Kevin Mitnik's first arrest was for stealing manuals from a Pacific Bell switching station — that was in 1981, when he was 17. 



•  The multiplication factor: normal security problems associated with an unconnected computer system are multiplied by a factor, roughly equal to the number of computer systems connected together. 

•  The channel factor: a new security area created by opening up channels of communications between computer systems, providing access into a computer through one port or another. 

Taken together the multiplication and channel factors create the unique set of security problems normally referred to as network security. However, the term “manifold security” might better describe the situation confronting those responsible for securing personal computers which need to communicate, because, despite the existence of a substantial body of knowledge that deals with the protection of networks of large computer systems, much of it cannot be applied directly to personal computers. There are major differences in design and application. Personal computers are rarely located in secure or controlled environments. Neither personal computer hardware, nor the operating systems that control it, offer much in the way of built-in access control, particularly when it comes to connections with other hardware.

The Multiplication Factor
The security of computers that are connected has to start with individual computer security. You cannot combine a number of insecure computers into a network and create a secure system from the top down (unless you remove all local storage and processing, which in effect reduces the personal computer to a dumb terminal). While the network operating system will provide security measures, these are defeated or weakened if the individual systems are not secure. If someone has uncontrolled use of a PC connected to a network, they have an excellent platform from which to attack the network, not to mention data that have already been transferred from the network to your PC (after all, the whole point of client/server computing is to make valuable data available on the desktop).

Even if the network is securely configured it cannot protect the PC that is not logged on. This problem is not likely to disappear any time soon, given that the default as-delivered state of most PCs continues to be unlocked and unprotected. Consider Windows 95, the first major new desktop operating system in many years. It contains plenty of hooks to which network security features can be attached, but it offers no serious standalone security. The point is clear: intercomputer security begins with everything in the chapter so far, from boot protection to backups, theft prevention to power conditioning, access control to virus prevention. According to the layered approach that this book advocates, each computer connected to another must be

•  Protected by site, system, and file access control. 

•  Supported by suitable power and data backup facilities. 

•  Watched over by a vigilant operator/administrator. 

The multiplication factor implies that protecting two computers is at least twice as difficult at protecting one. For example, a network can actually increase the damage and disruption that a virus can cause. The potential fall-out from the errors, omissions, and malicious actions of individual users is magnified when they are network users. Typically, a higher degree of user supervision is required; however, this is not always forthcoming. Users accustomed to the freedom and independence of standalone computing may find it irksome to submit to the rules for network users.

The Channel Factor
In previous chapters, you have seen how the layered approach to security is built up. So far, the concern has been the protection of personal computers as separate entities, vulnerable to abuse by users putting information in or taking it out via disk, screen, and keyboard. The layered approach to standalone security can be summarized like this:

•  Access control 

•  Site — controlling who can get near the system. 

•  System — controlling who can use the system. 

•  File — controlling who can use specific files. 

•  System support 

•  Power — keeping supply of power clean and constant. 

•  Backup — keeping copies of files current. 

•  Vigilance — keeping tabs on what enters and leaves the system. 

This arrangement needs to be expanded whenever a computer system is connected to another system. Intercomputer connection opens a channel of communication between machines. This adds a third layer, channel protection, which can be divided into three areas:

•  Channel control 

•  Channel verification 

•  Channel support 

Channel Control
A connection between two computers is one more way for an attacker to steal, delete, and corrupt information, or otherwise undermine normal operations. To prevent a channel of communication from becoming an avenue of attack, you need to control who can:

•  Open a channel. 

•  Use a channel. 

•  Close a channel. 

Clearly the first step is to ensure that proper site and system access controls are in place. The next step is to decide who needs to use a particular channel and then restrict access to authorized users. In network terms, this might be a matter of using password-controlled log-on procedures, or two-part token authentication. Password protection can be used for mainframe connections as well. Most commercial online services require an account number and password for access, and these should be closely guarded. However, system access control should be particularly tight on all personal computers equipped with modems.

Channel Verification
To be on the safe side, you should think of a channel of communication as a path through enemy territory. Whatever passes along that route runs the risk of being ambushed. Secure communications involves ongoing verification of:

•  The identity of users. 

•  The integrity of data. 

•  The integrity of the channel. 

Users of a communication channel should be required to identify themselves, whether the connection is a network hookup, a modem, or a mainframe link. When you are on the receiving end of intercomputer communications, that is, acting as the host for users calling in, you need to be able to verify the claimed identity. Network nodes need to be able to verify the legitimacy of packets received.

One of the most important requirements for secure communications between computers is verification of identity. On a local area network, this might mean that each user has an ID number and a password, both of which must be entered before log-in can be completed. Of course, entry of a valid ID number/password combination does not guarantee the identity of the person using them, but the network software will tell the administrator who claims to be using the system. In small sites, a tour of the LAN can provide visual verification of these claims. In large installations, where the administrator might not be expected to put a name to every face, assistance might be provided in the form of photo-ID tags or biometric controls.

When data are being transferred via a communications channel, they are subject to possible distortion, tampering, or theft. Verifying the integrity of the channel means making sure that this does not happen. Most communications software includes some form of error checking. At a rudimentary level, this can check that the amount of data received matches the amount transmitted. More sophisticated methods confirm details of the transmission.

Verifying the integrity of the channel also means making sure nobody is listening in, or preventing the theft of anything useful if someone is. This is best accomplished by encryption. You will need to assess the likelihood of anyone attempting to intercept or overhear your communications. If the risk is high enough, then you can encrypt important communications, using a variety of devices. Some software systems encrypt all network and telephone line traffic. Hardware encryption/decryption devices can be placed at each end of a communications link. Some of these are combined with data verification systems.

Channel Support
Intercomputer communications can only be established when a large number of different parameters are properly coordinated. Once established, communications need to be maintained. This requires a high degree of reliability in communications hardware and software. The need for reliability and protection centers on those components that serve more than one user, in proportion to the number of users served. For example, in a local area network where one personal computer is acting as a file server for others, disruption or failure of the server can have far greater consequences than the breakdown of a single personal computer working on its own. Once established, channels of communication must be supported, or else those tasks that depend upon them will be jeopardized.

Business Recovery for LANs and Desktop Systems
One of the biggest challenges facing information systems professionals today is the recovery of desktop/LAN-based systems following disasters such as fires and floods (for more about the topic of business continuity planning, see Section 3.2). As noted earlier in this chapter, a significant percentage of mission-critical applications are now running on desktop systems, which are inherently more complex when it comes to recovery. Unlike mainframe systems, which tend to conform to certain standards as far as equipment and code are concerned, and can thus be duplicated by a hot site with relative ease, each LAN represents a unique configuration of hardware and software.

The configuration of a particular LAN server, and the personal computer clients that it serves, may have been tweaked and fine-tuned over a long period of time. It is seldom possible to simply take the server backup tapes, load them onto a different server, and bring up the system. There are simply too many variables. There are some steps you can take to minimize these problems:

1.  Carefully document the current LAN hardware and software, including all configuration settings. 

2.  Use “standard” equipment and configurations wherever possible. 

3.  Document the minimum configuration required to restore essential data and services on a replacement LAN. 

4.  Use server-mirroring, fault-tolerant hardware, and redundant disk arrays. 

SECURE REMOTE ACCESS AND INTERNET CONNECTION
One of the most revolutionary, and largely unforeseen, implications of personal computer technology has been the emergence of the home office and the mobile worker. Invariably, users who are on the road need to call home, and so do their computers. Laptops like to link up with head office systems to update data bases and download E-mail. A growing army of work-at-home telecommuters need some sort of remote access to their employer’s systems. The technology with which to create these connections has been around for some time, and so has the subtle art of subverting it for nefarious purposes, or mere curiosity.

It might be hard to understand, but some people get a genuine thrill simply being “in” someone else’s computer system. Remote access points are still a popular way of getting in. (Given the number of frustrating hurdles that you sometimes have to clear in order to establish a legitimate connection, it might be hard to imagine someone doing this for fun; however, at that precise moment when you finally get your own E-mail after hours of dropped connections and redials, it is possible to sense something of the kick you get from hacking into someone else’s system.)

Recent publicity about computer break-ins over the Internet has tended to overshadow hacking in through remote access points such as those provided for telecommuters, maintenance people, and field staff. However, this form of penetration is still used. Typically, it starts with a war dialer, a piece of software running on a modem-equipped PC, which automatically calls all of the phone numbers in a certain range, such as 345-0000, 345-0001 to 347-9999. The software records which numbers are answered by a modem. This gives the hacker a list of numbers worth testing for further access.

One technique that can reduce the risk of being found by such a technique is to set your modem to answer only after four or five rings — since the default operation of war dialers is geared toward speed, they may not linger that long at unanswered numbers. Of course, there are less technically sophisticated ways of getting phone numbers for computers, such as downloading lists of such numbers that are routinely shared on hacker bulletin boards, or digging through company trash for discarded phone directories.

Technically speaking you have several options for remote access. The most basic is a modem on your desktop machine which answers calls from the modem on your laptop. With “remote control” software running at both ends, the laptop user can operate the desktop machine as though seated at it. This remote control technology was popular early on in PC development since it kept to a minimum the data that needed to be sent over the phone at slow modem speeds. Later, when desktop machines were networked, the remote laptop user was able to control the desktop machine while it was logged into the network, thus giving network access.

With faster modems it became possible to log a remote caller directly into the network as a remote node. In other words, the laptop becomes a workstation on the network. This is typically more convenient for the user, but it may be more expensive since the laptop needs to have its own licensed copy of the networked applications (instead of borrowing them from the desktop). However, network managers have tended to prefer remote node access because it is easier to manage, and this in turn provides security benefits. The remote machine has to prove its identity to the more demanding network server, rather than a mere desktop workstation.

Recently, we have seen big strides towards consolidating remote network access, with special servers designed to run either remote node or remote control access in a tightly controlled manner. Typical methods for protecting a modem connection that is providing remote access are password protection and call-back. A simple form of the latter approach is for the remote user to dial into the modem at the office, which then hangs up and calls the remote user back. The idea is to prevent people establishing connections from unauthorized numbers, but hackers have found that it is possible to fool the modem at the office into thinking it has dropped the connection, so that the call-back never really takes place. The addition of a password requirement at the time of call-back reduces the chances of this type of hack succeeding.

The call-back approach can be hard to scale when the number of remote users starts to grow, and the cost of long distance calls to all those users starts to add up. An alternative is to provide a toll-free number for remote users to dial into, which is answered by a remote access server. This is a combined hardware and software solution that creates a special node on the network with the ability to receive and authenticate multiple incoming calls. The connection should be authenticated by something stronger than an ordinary password, such as a one-time password generated by a smart card.

For example, modem-maker U.S. Robotics uses the SecurID system on its Total Control Enterprise Network Hub remote access server. To access the server the user enters a PIN followed by the code displayed on the SecurID card issued to that user. The code displayed on the card changes every 60 seconds, in sync with the company’s ACE/Server authentication server at the office. Other options for two-factor authentication (something you know, like a PIN, plus something you have, like a token) include requiring special PCMCIA cards holding encrypted keys to be present in the remote laptop before the connection can be made.

The number of users who dial into the office is bound to increase as companies expand the use of telecommuting and virtual offices. This will continue to provide a possible channel for penetration of internal systems. But improvements in remote access servers supported by two-factor authentication systems have the potential to make such penetration increasingly difficult. Two developments that need to be watched carefully are the shift towards using the Internet for remote access to in-house data bases, and public key-based digital certificates as a means of authentication.

SUMMARY
In less than two decades the microcomputer has risen from the basement workshop and the garage benchtop to become the dominant force in computer hardware. While mainframes and minicomputers continue to anchor many systems, particularly in areas such as online transaction processing, the shift towards client/server solutions based on what are, in essence, microcomputers, shows no signs of abating.

We are only just beginning to come to terms with the information security implications of this phenomenon.20 The process starts with an understanding of the desktop computer environment. Experience has shown that you cannot simply take big-system security practices and impose them on desktop machines. We have to develop security policies and procedures that are appropriate for the desktop. We have to implement those policies and procedures by educating users about security. We might not like it, but the fact is personal computers will never be secure unless the personnel who use them also secure them.



20See footnote 7. 



There are alternative strategies. For example, you can emasculate the PC and make it an NC, controlled and secured by a server that is treated like a mainframe, even if it is just a beefed up PC. Whether this option will find favor, either in corporate information systems or cubicle-land, remains to be seen.
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INTRODUCTION
The primary goal of any enterprise-wide security program is to support user communities by providing cost-effective protection to information system resources at appropriate levels of integrity, availability, and confidentiality without impacting productivity, innovation, and creativity in advancing technology within the corporation’s overall objectives.

Ideally, information systems security enables management to have confidence that their computational systems will provide the information requested and expected, while denying accessibility to those who have no right to it. The analysis of incidents resulting in damage to information systems show that most losses were still due to errors or omissions by authorized users, actions of disgruntled employees, and an increase in external penetrations of systems by outsiders. Traditional controls are normally inadequate in these cases or are focused on the wrong threat, resulting in the exposure of a vulnerability.

There are so many factors influencing security in today’s complex computing environments that a structured approach to managing information resources and associated risk(s) is essential. New requirements for using distributed processing capabilities introduces the need to change the way integrity, reliability, and security are applied across diverse, cooperative information systems environments. The demand for high-integrity systems that ensure a sustained level of confidence and consistency must be instituted at the inception of a system design, implementation, or change. The formal process for managing security must be linked intrinsically to the existing processes for designing, delivering, operating, and modifying systems to achieve this objective.

Unfortunately, the prevalent attitude toward security by management and even some security personnel is that the confidentiality of data is still the primary security issue. That is, physical isolation, access control, audit, and sometimes encryption are the security tools most needed. While data confidentiality may be an issue in some cases, it is usually more important that data and/or process integrity and availability be assured. Integrity and availability must be addressed as well as ensuring that the total security capability keeps current with technology advancements that make it easier to share geographically distributed computing resources.

As the complexity of today’s distributed computing environments continues to evolve independently, with respect to geographical and technological barriers, the demand for a dynamic, synergistically integrated, and comprehensive information systems security control methodology increases.

Business environments have introduced significant opportunity for process reengineering, interdisciplinary synergism, increased productivity, profitability, and continuous improvement. With each introduction of a new information technology, there exists the potential for an increased number of threats, vulnerabilities, and risk. This is the added cost of doing business. These costs focus on systems failure and loss of critical data. These costs may be too great to recover with respect to mission- and/or life-critical systems. Enterprise-wide security programs, therefore, must be integrated into a systems integrity engineering discipline carried out at each level of the organization and permeated throughout the organization.

The purpose of this document is to provide an understanding of risk accountability issues and management’s responsibility for exercising due care and due diligence in developing and protecting enterprise-wide, interoperable information resources as a synergistic organizational function.

UNDERSTANDING DISTRIBUTED PROCESSING CONCEPTS AND CORRESPONDING SECURITY-RELEVANT ISSUES
Distributed systems are an organized collection of programs, data, and processes implemented in software, firmware, or hardware that are specifically designed to integrate separate operational systems into a single, logical information system infrastructure. This structure provides the flexibility of segmenting management control into domains or nodes of processing that are physically required or are operationally more effective and efficient, while satisfying the overall goals of the information processing community.

The operational environment for distributed systems is a combination of multiple separate environments that may individually or collectively store and process information. The controls over each operational environment must be based on a common integrated set of security controls that constitute the foundation for overall information security of the distributed systems.

The foundation of security-relevant requirements for distributed systems is derived from the requirements specified in the following areas:

•  Operating systems and support software, 

•  Information access control, 

•  Application software development and maintenance, 

•  Application controls and security, 

•  Telecommunications, 

•  Satisfaction of the need for cost-effective business objectives. 

Distributed systems must also address a common set of security practices, procedures, and processes because of the interaction of separate operational environments which include:

1.  A multiplicity of components, including both physical and logical resources, that can be assigned freely to specific tasks on a dynamic basis. (Homogeneity of physical resources is not essential.) However, in general, there should be more than one resource capable of supporting any given task to maintain referential integrity of the information and the complexity of the connectivity interrelationships of heteromorphic processing environments. 

2.  A physical distribution of these physical and logical components intercommunicating through a network. Within the distributed system environment, a network is an information transmission mechanism that uses a cooperative protocol to control the transfer of information. 

3.  A high-level operating system that unifies and integrates the control of the distribution components. This high-level operating system may not exist as distinctly identifiable blocks of code. It may be merely a set of specifications or an overall, integrating philosophy incorporated into the design of the operating system for each component. 

4.  System transparency, permitting services to be requested by name only. The resource to provide the service may not need to be uniquely identified. 

5.  Cooperative autonomy, characterizing the operation as an interaction of both physical and logical resources. 

These five criteria form an indivisible set that defines a fully distributed system. The degree of distribution of a system depends upon the distribution of data, programs, physical hardware location, and control. This is depicted in Exhibit 1.
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Exhibit 1.  Distribution Continuum

To simplify this three-dimensional continuum, distributed systems may be classified into three nonoverlapping parts of the continuum, ranging from simple interactions to complex interactions of the environments. The three types of distributed systems, illustrated in Exhibit 1, are

•  Decentralized systems 

•  Dispersed systems 

•  Interoperable or Cooperative systems 

Decentralized systems are characterized by a group of related but not necessarily interconnected platforms running independent copies of the same (or equivalent) applications with independent copies of data. The current state of the group is not automatically maintained. Instead of a single (central) processor with multiple users, the decentralized system has multiple (distributed) processors with single or multiple users (Exhibit 2). The processors do not necessarily communicate electronically. This characteristic prevents the system from automatically maintaining the state of the distributed system and is the primary distinction between the decentralized model and the other two distributed system models.
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Exhibit 2.  Decentralized Systems

Dispersed systems (Exhibit 3) are characterized by a group of related, interconnected platforms in which either the data or the software (but not both) is centralized. A dispersed system offers advantages over centralized systems in its capabilities to:
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Exhibit 3.  Dispersed Systems

•  Accommodate organizational change 

•  More effectively deploy resources through resource sharing 

•  Improve performance through intelligent matching of applications, media, access schemes, and grouping of related members 

•  Lower risk of overall system failure due to hardware failures 

The dispersed system may have centralized data with dispersed processors (as in a system with a central file server) or centralized processing with dispersed data (as with remote transaction collection and central data processing). Dispersed systems may exist on multiple platforms in a single location or on platforms in multiple locations. The hardware may be homogeneous or heterogeneous.

The processors communicate electronically, usually to request or provide data. This characteristic allows the system to automatically maintain a single, collective, real-time state of the distributed system.

Interoperable or cooperative systems (Exhibit 4) are characterized by a group of related, interconnected platforms in which both the data and the software are distributed throughout the system. The interoperable system differs from the dispersed system by eliminating the dependency of centralized data or centralized applications. The interoperable system offers the same advantages over centralized systems as the dispersed system. The difference is in the degree to which the system can cooperatively exploit these advantages.
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Exhibit 4.  Interoperable Systems

Additionally, an interoperable system offers advantages over centralized systems in its capabilities to:

•  Combine data from dissimilar hardware platforms 

•  Independently execute and test each component 

Interoperable systems represent the highest level of the distributed processing continuum. In a fully interoperable system, each component is independent of all other components. Interfaces and data dependencies are implemented as messaging schemes or as data objects (consisting of data and operations). Interoperable systems may exist on multiple platforms in a single location, on platforms in multiple locations, or on multiple networks in multiple locations.

The hardware may be homogeneous or heterogeneous. The processors communicate electronically. Each component automatically maintains its own state and can provide its state on request. The existence of multiple states is the primary discriminant between the interoperable model and the other two distributed system models.

A distributed system may include characteristics of each of the three models described above. The application of security-relevant requirements from each model is necessary to build a complete security requirements set.

Distributed Systems Integrity Control Issues
A system of controls for distributed (i.e., decentralized, dispersed, and cooperative) systems will need to be developed that addresses:

•  Multisystem configuration management 

•  Establishing and maintaining connectivity 

•  Prevention of exploitation of connectivity 

•  Multilevel, multisite information transfers 

•  Contingency planning, backup, and recovery 

Distributed systems are depicted in the three-dimensional continuum (Exhibit 5) represented by the simplest decentralized case in one bottom corner (centralized remote processing) and the most complicated cooperative case (fully interoperable system of systems) in the opposite top corner. Decentralized systems represent a stepwise departure from centralized processing and isolated system(s) controls.
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Exhibit 5.  Decentralized Processing Complexities

For any two related systems, there generally exists some data common to the two systems. The larger the amount of common data and the more dynamic the data are, the more vulnerable the decentralized system is to integrity loss. Configuration management of the changes to common data, applications, and hardware can reduce the vulnerability to integrity loss. In addition, the processes for updating common data, applications, and hardware require controls to ensure that the approved changes and only the approved changes are received and installed.

Analysis from multiple systems may produce erroneous or tainted results caused by the inability to synchronize the data. If any correlation of time-based transactions from different platforms is required, these systems require either a synchronous time source or manual synchronization and periodic verification.

In implementations of a decentralized system where two identical (or equivalent) software applications and/or hardware platforms exist, users must periodically switch processing roles as part of planning, training, and disaster preparedness. The following suggestions are provided as guidelines for establishing a baseline set of controls that ensure high integrity and minimal risk accountability for managing distributed systems.

All common data, hardware, software, and each component system should be identified formally in a Distributed System Configuration Management (CM) Plan. Distributed System CM Plans must document system-level policies, standards and procedures, responsibilities, and requirements. For distributed systems where the nodes are not located at one site or where the components are not covered in a single CM Plan, management will need to appoint a Configuration Control Authority for all distributed system-level changes. Management must ensure that sufficient resources and personnel are provided for the Configuration Control Authority to manage distributed system-level changes. Additionally,

1.  Site-level CM Plans should be hierarchically subordinate to distributed system-level CM Plans. 

2.  All changes at the site level need to be reviewed by a site Configuration Control Authority for potential impact at the distributed system level. 

3.  The Distributed System CM Plan should describe the distribution controls and audit checks that are used to ensure that the common data and applications are the same version across the decentralized system. 

For distributed systems where the managers of components do not report to (are not managed by) the same organization, the Configuration Control Authority needs to enter into a more formal agreement with each of the managers. A memorandum of agreement should be generated that establishes policies, standards and procedures, roles, responsibilities, and requirements for the total system. At a minimum a memorandum of agreement must identify, document, and provide a detailed description of the information to be provided from each component and the recipient of that information. It must also provide a description of each level of sensitivity or criticality for each data item, delineating the levels of sensitivity or criticality at which the data will be used, and the process for moving each data item to each operation level.

All memoranda of agreement should include a description by component and interface, of all security countermeasures required of each component. This description should focus on:

1.  Security countermeasures to ensure confidentiality, integrity, and availability during the transfer of data and applications software. 

2.  Access control countermeasures to ensure that the transfer process is not used to gain unauthorized access to each component. 

3.  Countermeasures to ensure that the transferred data and applications are received only by the intended receiver (for data and applications requiring a high level of confidentiality). 

4.  A description of the overall distributed system security policy. 

It is essential to include a detailed description of the transfer process between each component, identifying:

1.  A description of any physical and media controls to be used. 

2.  Electronic transfers (bulletin board systems, communications software not integrated with the decentralized component) must include a description of the software used. 

3.  The software communications protocol and standards used. 

4.  Encryption methods and devices used. 

5.  The security features and limitations of the communications application used. 

6.  All hardware requirements, hardware settings, and protocols used. 

7.  Assignment of all decentralized system-level responsibilities and authorities, including network management, performance monitoring and tuning, training, training plan development and management, resource configuration management, software and data configuration management, system access control and audit management. 

8.  A description of all required components or site-level security roles and responsibilities, including resource, software, and data configuration management; access control; site security management; security awareness training and training management; as well as verification and validation of security relevant issues and audit control management. 

9.  An identification and needs assessment of the user community, including the levels of sensitivity or functional criticality of the information expected to be created, maintained, accessed, shared, or disseminated in or by the decentralized system. 

10.  A description of the information required in each component’s audit trail and how the audit trail tasks will be divided among the components. 

11.  Any results of risk assessments and how controls mitigate perceived risks. 

For distributed systems managed under a single organization, the Distributed System CM Plan must identify, define, and substantiate distributed system-level policies, standards and procedures, roles, responsibilities, and requirements for the interchange of data, as well as for configuration management at the distributed system-level in accordance with corporate Configuration Management guidelines.

Systems should segregate data and applications according to their organizational and/or functional sensitivity or criticality levels. Transitions between levels should be explicitly controlled. The process for transitioning data or applications from one sensitivity level to another, as well as from office systems and or end-user systems to other systems, must be formally documented and well understood. The transition process must include measures to increase the integrity and reliability of data and/or applications moving from less stringent requirements. Data must not be transitioned from a higher sensitivity level to a lower level that provides insufficient sensitivity protection. Additional application software may need to be developed to remove sensitive data when those data are transitioned to a level that cannot provide adequate protection. Application software must increase and ensure the integrity and reliability required when transitioning data from a component of lower reliability and integrity. A formal process of transformation, testing, and certification must be developed for each transition.

For systems requiring a high level of integrity, techniques such as digital signature or digital envelope may be used to ensure that the data are not changed in transit. The digital envelope technique will provide a means for implementing the principle of least privilege or need-to-know concept.

Dispersed Distributed Systems Integrity Control Issues and Concerns
The following suggestions are provided as additional guidance for establishing a baseline set of controls that ensure minimal risk accountability encountered in managing the more complex environments of dispersed and/or interoperable systems. Additional controls for dispersed and/or interoperable systems will need to be developed addressing:

•  Multisystem configuration management. 

•  Establishing and maintaining connectivity. 

•  Multilevel, multisite information transfers. 

•  Contingency planning, backup, and recovery. 

•  Maintaining multisystem data and referential integrity. 

•  Attaining a graceful degradation capability. 

•  Hardware maintenance. 

Change control should be applied to dispersed or interoperable system level data, applications, and hardware to reduce the vulnerability to integrity loss. Periodic verification should be performed to ensure that the common data and applications are the correct version. Techniques (such as digital signature) may be used to assure applications and common data are at their expected version levels.

The functional equivalence claimed between two different software applications executing on different platforms will need to be closely examined during the procurement process due to the possibility of nonhomogeneous hardware being used in the dispersed system.

Network management personnel must maintain connectivity by allowing only authorized, authenticated users to log on, responding to access violation alarms, and auditing access logs for evidence of unauthorized access attempts.

Systems requiring the highest levels of availability must use error correction software during transmissions and redundant transmission of data down multiple communications paths to ensure that at least one is received. Transmission along multiple paths may be simultaneous, as in a broadcast mode, or may be an automatic response to failure detection or performance degradation beyond a predetermined threshold. An automatic response can be implemented to protect specific transmission lines, or it can be implemented as an overall network scheme for automatic reconfiguration to optimize data transfer. The multiple path approach makes denial of service more difficult and reduces the possibility of a single point of failure.

Dispersed/interoperable systems must be supported by an onsite backup and restore repository for archiving applications and data. Backup procedures should be posted and training given to ensure backup integrity of data. Additionally, backup procedures should be automated to the greatest extent possible. A system of periodic and requested backups should be developed and enforced based upon the functional criticality of the system with respect to availability, accessibility, operational continuity, and responsiveness of recoverability needs. The more dynamic the critical data, the more frequently backups should occur. Intelligent backup systems, which back up only changed data, must have their configuration periodically certified for use.

Contingency planning for dispersed and/or interoperable systems must exist for those failures which are inevitable and those which may be unlikely but may result in catastrophic consequences. Contingency Planning should concentrate on the ability to configure, control and audit, operate, and maintain the data processing equipment to achieve information integrity, availability, and confidentiality. Specifically:

1.  Upon failure, critical components should be replaced, repaired, and restarted according to contingency planning procedures. 

2.  Referential integrity of the data will need to be preserved. In systems where several processes may manipulate a data object, state data must be maintained about the data object so that incorrect sequencing may be prevented. 

3.  Each component must be capable of executing a controlled shutdown without impacting unrelated functions in other components in the event of a security breach or failure. 

4.  The dispersed system topology should be designed so that when hardware is taken out of service for maintenance, impact on the rest of the system is minimized. 

Cooperative Distributed Systems Integrity Control Issues and Concerns
Additional controls for fully cooperative systems will need to be developed focusing on:

•  Establishing and maintaining connectivity. 

•  Multilevel, multisite information transfers. 

•  Software development and maintenance. 

•  Hardware maintenance. 

System management will need to conduct an impact analysis to determine the affect of monitoring all transactions involving data, process, and control information without causing degradation of the work in progress.

When transferring data between platforms, the classification access and the identity and authorization of the requester, the accredited classification range of the destination system, and destination level within that system should be authenticated. It is important to document any risks that have been accepted when classifying the level upon which a platform may process. This allows platforms under different management control to be evaluated for risks and have them taken into consideration when making reconfiguration plans. The transfer process must ensure that if the information fails to reach its destination the information is protected at the level required and appropriate warnings are raised.

A process will need to be implemented for introducing new platforms to an existing network. Cooperative processes will need to describe how the access control, security features, and auditability must be ensured prior to operational use of the new platform and how access will be granted. In a cooperative system with diverse platforms, a risk analysis will need to be performed to ensure that the combination of network operating system(s), platform operating system(s), and security software features available on each platform meet the access control and security requirements for that platform’s assigned role in the network/system. In cooperative systems, the differences in security software present on or available for each platform must be reconciled to ensure the consistent deployment of the system of controls. The results of this risk analysis must be used when developing reconfiguration and/or recovery options.

A risk assessment of security requirements must be a product of each formal review (i.e., system specification review, preliminary design review, critical design review, etc.) during the software development life cycle. In systems where several processes may manipulate a data object, state data must be maintained about the data object so that incorrect sequencing may be prevented and processing completion can be determined.

Software targeted for use in cooperative systems must be designed using the principle of loose coupling and high cohesion. Loose coupling indicates weak software module-to-module dependency. High cohesion indicates that a module performs a discrete function. In concert, the properties of loose coupling and high cohesion indicate a software module designed for independent performance. Using this principle produces software modules that can execute alone and enable the production of software which may degrade gracefully. Software targeted for use in cooperative systems must be designed so that each component is network topology independent. This will enable components to more readily be installed or reconfigured onto any platform within the network.

Components of cooperative systems must be designed to allow the removal of components to perform maintenance, testing, etc. with minimal impact to operations. Before an element can be removed from the cooperative network, the component must conclude all pending transactions. The work being performed by that component will need to either be done on another platform or the system must continue in a degraded state. Cooperative systems need to be designed with an operational capability for placing the components in a quiescent state. This operation must:

•  Cause a component to notify all other components in the system that it is about to terminate. 

•  Cause all other components in the system to respond by ceasing any transmissions to that component. 

•  Cause the component to conclude all pending transactions. 

•  Cause the component to post notification that it is now quiescent. 

An operational capability must also exist that allows the component to reenter the network in diagnostic mode for checkout and to notify other components that the component/platform is back in the network but not ready for operational use. Additionally an operational capability will need to exist to allow the component to reenter the system as active from the diagnostic mode and to notify other components that the component is active and fully functional.

INTEROPERABLE RISK ACCOUNTABILITY CONCEPTS
In designing and developing high-integrity interoperable systems, management is faced with the issue that connectivity is still a point-to-point transmission irregardless of the transmission mechanism itself. Unfortunately in today’s infrastructure, the majority of attention is focused on adding layers of protection, rather than building controls into the application systems at either end of the transmission. Even with advances in firewall technology, authentication processes, and encryption, management must address the issues of intrusion and infiltration into, as well as exploitation of their information resources by an increasing number of external threat manifestations.

Management must address the following key issues about risk, mitigation of risk, residual risk acceptance, and exercising a standard of due care in protecting its information resources. Additionally, management must recognize that an integrated intrusion detection process and penetration testing are integral components of today’s system life cycle. Penetration testing offers the only suite of tests that reflect “real-world” scenarios; and must be integrated into the verification and validation of a system’s productional acceptance criteria throughout all life-cycle phases. Intrusion detection, on the other hand, must be instantiated into the overall operational control, similar to, or as a part of the access control and audit.

Risk Accountability Associated with Developing, Maintaining, and Protecting Information Resources
Information security is still largely an unknown entity to most people. Managers can and often do ignore advice offered by security professionals. In the past, when the integrity, availability, or confidentiality of information systems was breached and damages occurred, the majority of damages were internal and simply absorbed by the organization. Limited incident investigation was performed. With the advent of virus infections and the susceptibility of interoperable, intra/Internetworked systems, management must take a proactive approach to managing and protecting its information resources.

Any organization and/or individual is liable when they act in a way that they should not have, or fail to act the way they should, and this act or failure results in harm that could have been prevented. Therefore, it is exceedingly important for management to fully understand the limits of liability associated with managing and protecting corporate information resources and which method of security management to implement.

Compliance-Based Security Management
The compliance-based approach has been an accepted method of protecting information resources. It yields clear requirements that are easy to audit. However, a compliance-based approach to information security does have notable disadvantages when applied to both classified or unclassified information systems.

A compliance-based approach treats every system the same, protecting all systems against the same threats, whether they exist or not. It also eliminates flexibility on the part of a manager who controls and processes the information and who makes reasonable decisions about accepting risks. Utilization of a compliance-based approach may often leave the owners of the information systems with a false impression that a one-time answer to security makes the system secure forever. Usually, the inflexibility of a compliance-based approach significantly increases the cost of the security program, while failing to provide a higher level or more secure information systems.

Risk-Based Security Management
Management often confuses Risk Management with Risk-Based Management. Risk Management is an analytical decision-making process used to address the identification, implementation, and administration of actions and responses, based upon the propensity for an event to occur that would have a negative effect upon an organization or its functional programs or components. Risk Management address probabilistic threats (e.g., natural disasters, human errors, accidents, technology failures, etc.), but fails to take into account speculative risks (e.g., legal or regulatory changes, economic change, social change, political change, technological change, or management and organizational strategies). In contrast, Risk-Based Management is a methodology that involves the frequent assessment of events (both probabilistic and speculative) affecting an environment.

In managing the security of information systems, a risk-based approach is essentially an integrity failure impact assessment of the environment, program, system, and subsystem components. As such, it must be integrated as a part of the system life cycle. A risk-based approach to security directly places the responsibility for determining the actual threats to a processing environment and for determining how much risk to accept, in the hands of the managers who are most familiar with the environment in which they have to operate.

Both compliance-based security management and risk-based security management take advantage of risk management processes and assessment practices. In contrast to the compliance-based security management discussed above, using a risk-based security management approach allows managers to make decisions based on identified risks rather than on a comprehensive list of risks, many of which may not even exist for the facility in question. Security control requirements for each information system may then be determined throughout the system’s life cycle by iterative risk management processes and summarized as a control architecture under configuration management. Implementation of a security control architecture as a primary point of control ensures that each information system is protected in accordance with organizational policy, and at the levels of integrity, availability, and confidentiality appropriate for the functions of the corporation’s systems.

Exercising Due Care
A standard of due care is the minimum and customary practice of responsible protection of assets that reflects a community or societal norm. In the private sector this norm is usually based on type or line of business (e.g., banking, insurance, oil and gas, medical, etc.), and within the public sector this norm is determined by legislative, federal, and agency requirements. Efforts to develop a universal norm for both the public and private sectors as well as for the international community have been initiated in response to the National Information Infrastructure and the development of the international Common Criteria.

In either sector, failure to achieve minimum standards would be considered negligent and could lead to litigation, higher insurance rates, and loss of assets. Sufficient care of assets should be maintained such that recognized experts in the field would agree that negligence of care is not apparent.

Due care must be exercised to ensure that the type of control, the cost of control, and the deployment of control are appropriate for the system being managed. Due care implies reasonable care and competence, not infallibility or extraordinary performance, providing assurance that management does not overcontrol nor take an unnecessary reactionary, politically motivated, or emotional position.

Due diligence, on the other hand, is simply the prudent management and execution of due care. Failure to achieve the minimum standards would be considered negligent and could lead to loss of assets, life, and/or litigation.

Understanding the Accountability Associated with Exercising a Standard of Due Care
Although significant strides have been made in criminal prosecution of computer and “high tech” crime in the last few years, the civil concepts (contractual and common law) of negligence and exercising a standard of due care for the protection of information of inter/intranetworked systems and the National Information Infrastructure are still in their embryonic state. 

Under the standard of Due Care, managers and their organizations have a duty to provide for information security even though they may not be aware they have such obligations. These obligations arise from the portion of U.S. Common Law that deals with issues of negligence.

Since information systems are relied on by a rapidly increasing number of people outside the organizations providing the services, the lives, livelihood, property, and privacy of more and more individuals may be affected. As a result, an increasing number of users and third-party nonusers are being exposed to and are now actually experiencing damages as a result of failures of information security in information systems. If managers take actions that leave their information resources unreasonably insecure, or if they fail to take actions to make their information resources reasonably secure, and as a result someone suffers damages when those systems are penetrated, usurped, or otherwise corrupted, both the managers and their organizations may be sued for negligence.

Integrity Issues and Associated Policy Concerns
1.  Duties and responsibilities must be defined so that security controls are established to ensure separation of logical and physical environments (i.e., maintenance, test, production, quality assurance, and configuration management) for each distributed system node and the interaction between nodes. Policies must also address the various resources, skills, and information requirements that exist for consistent deployment of controls supporting the management and maintenance of the distributed systems facilities. Additional policies may need to be developed based on the characteristics of a specific distributed system node after the software and hardware for that node have been selected for implementation. 

2.  Organizational functions and individual duties must be separated. Separation of functions and duties along organizational lines will complicate circumvention of security controls in the acquisition, implementation, and operation of the software at each distributed node or in defining the permissibility of actions between nodes. 

3.  Configuration Management (CM) plans will need to be developed at the system level, or at a minimum redesigned to include the following: 

•  Distributed system CM plans must document system-level and site-level policies, standards, procedures, responsibilities, and requirements for the overall system control of the exchange of data. 

•  Distributed system CM plans must document the identification of each individual site’s configuration. 

•  Distributed system CM plans must include documentation for common data, hardware, and software. 

•  Maintenance of each component’s configuration must be identified in the CM plan. 


A system-level CM plan is needed that will describe distribution controls and audit checks to ensure common data and application versions are the same across the distributed system in which site-level CM plans are subordinate to distributed-level CM plans. For distributed-level changes, if the components are not documented in a single CM plan, a change control authority will need to be established as a point of control. In distributed systems where nodes are geographically separated or when the components are not documented in a single CM plan, site-level changes must be reviewed by a site’s change control authority for potential impacts at the distributed level. Additionally, the change control authority(s) will need to establish agreements with all distributed systems on policies, standards, procedures, roles, responsibilities, and requirements for distributed systems that are not managed by a single organizational department, agency, or entity. 

4.  If digital signatures are used for configuration management of critical software components; then the digital signature technology must validate the configuration of each node during system validation tests. It is imperative that the signature construct be formulated during node certification. 

5.  Security control requirements and responsibilities will need to be identified that focus on establishing procedures for owners, users, and custodians of distributed systems hardware and software; as well as procedures for the overall system and for each node to ensure consistent implementation of security controls for handling data between components of distributed systems. 

6.  Organizational and functional access controls must be implemented for each node identifying and establishing the relationship between node software and hardware resources, and that periodic assessment of the relationship between node software and hardware resources be performed to ensure that access is limited to a definite minimum. 

7.  Security controls need to be assessed, by node, at each phase review of the system development life cycle to ensure that as requirements and vulnerabilities are discovered, they are addressed using the design/implementation approach. Additionally, independent testing and verification responsibilities should be assigned, by node, for maintenance and production processes to ensure that safeguards and protection mechanisms are not compromised by special interests. 

8.  Since distributed systems require network connection for communication with other nodes, network security controls must be considered which address: 

•  User authentication 

•  Data flow disguise 

•  Traffic authentication 

•  System attack detection 

•  Repudiation protection 

9.  The level of physical access control depends on the functional criticality or sensitivity level of the information being processed, proprietary process(es) invoked, and/or software/hardware employed. Distributed system components that normally need to be guarded include: 

•  Terminals 

•  Equipment 

•  Nodes 

•  Communication lines 

•  Connections 

10.  Intrusion detection processes and mechanisms will need to be deployed to detect, monitor, and control both internal and external intrusion and/or infiltration attempts. Additionally, corresponding controls will need to be established to address all security incidents. A security incident is considered to be an event that is judged unusual enough to warrant investigation to determine if a threat manifestation or vulnerability exploitation has occurred. For distributed systems, security incident detection requires the reporting of and warning to other nodes of the system that such an event has occurred within the control domain. 

11.  A capability will need to be provided to evaluate the effectiveness of security controls. In order to evaluate the effectiveness, security controls must be modular and measurable. 

12.  Software with privileged instruction sets that can override security controls within the system must be identified, certified, and controlled. 

13.  Designers will need to reconcile the differences in security software installed or available on each platform. 

14.  Designers must be able to ensure a consistent implementation of security controls. 

15.  Communications subsystem packages for each node must be capable of logging the status of information transfer attempts. Additionally, security management personnel must periodically review these data for evidence of attempts to gain unauthorized access or corrupt data integrity during the transfer process. 

16.  Distributed system managers will need to maintain connectivity capabilities by allowing only authorized, authenticated users to log on, responding to access violation alarms, and auditing access logs for attempts at unauthorized access. 

17.  Functions will need to be identified and separated into isolated security domains. These isolated security domains will ensure the confidentiality, integrity, and availability of information for the overall system and for each node. Management may decide that a security control architecture (the composite of all controls within the design of the system addressing security-related requirements) will need to be established that defines isolatable security domains within the environment to ensure integrity within each domain, as well as between levels of sensitivity and domain boundaries. 

18.  System reconfiguration plans will need to be developed. Additionally, procedures must be established for introducing new platforms to existing distributed systems. These procedures must describe how access controls, security features, and audit capabilities will be implemented before operational use, and how access will be granted gradually as controls are assured. In distributed systems with diverse platforms, a risk analysis will need to be performed to ensure that the combination of network operating system, platform operating system, and security software features on each platform meet security requirements for their roles in the system. The analysis is necessary to identify and develop reconfiguration and recovery options. 

19.  Distributed system components must be capable of executing a controlled shutdown without impacting unrelated functions in other components. The mode (automated or manual) to perform a controlled shutdown should be based on predefined, documented criteria to ensure consistency and continuity of operations. 

20.  System management will need to conduct impact assessment to discover, for each node and for the network as a whole, factors that may affect the system connectivity, including: 

•  The type of information traveling from node to node. 

•  The levels of sensitivity or classification of each node and of the network. 

•  The node and network security countermeasures in place. 

•  The overall distributed system security policy. 

•  The method of information transfer between nodes and the controls implemented. 

•  The audit trails being created by each node and the network. 

THE SYSTEMS INTEGRITY ENGINEERING METHODOLOGY
From the previous discussions on understanding the control issues and concerns associated with fully distributed and/or dispersed interoperable systems, it is clearly evident that management must take a proactive approach to designing, developing, and securing its information resources. In order to address this dynamic environment in which the system development life cycle has been shortened from weeks and months to hours and days (e.g., LINUX development), management is faced with making real-time decisions with limited information and assurances.

The model used in the development of this methodology is a highly complex global, multicorporate, multiplatform, intra- and Internetworked environment that substantiates the need for a synergistic business approach for bridging the gaps between the four key area product development support functions: system design and development, configuration management, information security, and quality assurance. These systems encompass:

•  Some 3,600 personnel, 

•  About 1,682 large mainframes, minis, and dispersed cooperative systems, 

•  Five types of operating systems, 

•  A variety of network and communication protocols, and 

•  Varying geographical locations. 

This approach forms an enterprise-wide discipline needed for assuring the integrity, reliability, and continuity of secure information products and services. Although the development and maintenance concepts for high-integrity systems are specifically addressed, the processes described are equally applicable to all systems, regardless of size or complexity.

Information Systems Integrity Program
Change is not easy whenever an enterprise considers reengineering its business processes. This kind of competitive business initiative typically involves redesigning and retooling value-added systems for new economies. Many of these are legacy systems which are being pulled along by new technology, making change very difficult to manage. The speed at which new emerging information technology is introduced to market has also made it difficult to maintain an information systems control architecture baseline. Continued budget constraints have become a recognized element in managing this change.
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Exhibit 6.  Change Process

Systems Integrity Engineering Process
In today’s computing world, distributed processing technologies and resources change faster than most operational platforms can be baselined. As they evolve with an ever-increasing speed, organizations are challenged with an opportunity to maintain stability for growth and strategic competitiveness. Management must consider that sensitive business systems increasingly demand higher levels of integrity in system and data availability. Within this framework, reliability, through product assurance and security assurance constructs, provides a common enterprise objective. Accordingly, the scope of an enterprise-wide product assurance partnership and management-friendly metrics must be expanded to all four functional areas as a single, logical, integrated entity with fully matrixed management (i.e., both horizontal and vertical management control). The process in which requirements for new information technology are infused into the enterprise and managed becomes the pivotal business success factor that must be defined, disseminated, and understood by the key functional support organizations.
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Exhibit 7.  Interdependencies of Change

New Alliance Partnership Model (NAPM)
In their presentation to the 18th National Information Systems Security Conference (October, 1995) on “The New Alliance: Gaining on Security Integrity Assurance”, Sanchez and Evans described a new alliance partnership model developed from a four-year case study in which security, configuration management, and quality assurance functions were combined with an overall automated information systems (AIS) security engineering process. In this paper, Sanchez and Evans delineated the following.

It has become critically essential for enterprise management to understand the interdependencies and complementary pursuits that exist between the Information Systems Design and Development, the Quality Assurance (QA), Configuration Management (CM), and the Information Systems Security (IS) organizational support functions. With this knowledge, it is equally important to identify and examine a synergistic approach for realizing additional economies (cost savings/avoidances) throughout the system development life cycle with continuous improvement techniques.

Implementation of product assurance and secure information technology development is a management decision that must be judiciously exercised and integrated as part of a system control architecture. In this model, automated information systems security management is recognized as the functional point of control and authority for coordinating and guiding the development, implementation, maintenance, and proceduralization of information security into a unique, integrated management team. The use of a security control architecture is the approved strategic methodology used to produce a composite system of security controls, requirements, and safeguards planned or implemented within an IS environment to ensure the integrity, availability, and confidentiality. This is the only approach that will allow for integration and cooperative input from the CM, AIS security engineering, and QA management groups. Each of these product assurance functional support groups must understand and embrace common corporate product assurance objectives, synergize resources, and emerge as a partnership free of corporate political strife dedicated to providing a harmonization of systems integrity, availability, and confidentiality.

The harmonization effort evolves as an enterprise-wide New Alliance Partnership Model (NAPM) in which:

•  QA provides an enhanced product assurance visibility by ensuring that the intended features and requirements, including but not limited to security, are present in the delivered software. QA allows program management and the customer to follow the evolution of a capability from request through requirement and design, to a fielded product. This provides management with an enhanced capability as well as a forum for identifying and minimizing misinterpretations and omissions which may lead to vulnerabilities in a delivered system. The formal specifications required by QA increase the chance that the desired capabilities will be developed. The formal documentation of corrective actions from reviews (of specifications, designs, etc.) lessens the chance that critical issues may go undetected. 

•  CM provides management with the assurance that changes to an existing AIS are performed in an identifiable and controlled environment and that these changes do not adversely affect the integrity or availability properties of secure products, systems, and services. CM provides additional security assurance levels in that all additions, deletions, or changes made to a system do not compromise its integrity, availability, or confidentiality. CM is achieved through proceduralization and unbiased verification ensuring that changes to an AIS and/or all supporting documentation are updated properly, concentrating on four components: identification, change control, status accounting, and auditing. 

•  IS provides additional controls and protection mechanisms based upon system specifications, confidentiality objectives, legislative requirements and mandates, or perceived levels of protection. AIS security primarily addresses the concerns associated with unauthorized access to, disclosure, modification, or destruction of sensitive or proprietary information, and denial of IT service. AIS security may be built into, or added onto, existing IT or developed IT products, systems, and services. 

•  Organizational management provides the empowerment and guidance for the economies of scale. 
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Exhibit 8.  System Definition and Design Constraints
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Exhibit 9.  Development, Testing, and Installation Constraints

A seminal case study was presented as proof of the concept for gaining security integrity assurance. It identified the interdependencies and synergy that exist between the CM, IS security engineering, and QA functional management activities. It describes how information technology, as a principle change driver, is forcing the need for a QA, CM, and AIS security forum to evolve if the enterprise is to be successful in providing high-integrity systems.

Sanchez and Evans were able to provide the following:

1.  Change is not easy. Change has not been easy. Change will not be easy. In this case study, the members of each respective management support team have championed the process improvement initiatives and the corrective actions taken thus far. It is important to emphasize that employee empowerment of this type must be supported by top management because security integrity engineering and the implementation of an integrated product assurance and secure information technology development process such as a control architecture is a proactive management decision. 

2.  Information technology has been and will continue to be a major change driver that establishes a need for a functional organizational support forum dedicated to delivering high-integrity products and services. Each of the product assurance functional support organizations must understand and embrace common corporate product assurance objectives, synergize resources, and emerge as a partnership independent of corporate political strife and dedicated to harmonizing systems integrity, availability, and confidentiality. 

3.  The New Alliance Partnership Model (NAPM) is a viable solution that has been put to the test and proven in a highly dynamic operational environment of ever-changing distributed processing technologies. The NAPM supports the integration process and requires that direct lines of communication be bridged between key functional support organizations so as to input and feedback closure information. 
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Exhibit 10.  Operational Constraints

Incorporating NAPM into the System Development Life Cycle
In order to fully integrate the partnership model into a System Integrity Engineering discipline it is imperative that the designers and system architects understand and embrace the requirements imposed by technology infusion and the insatiable demand for more interoperable processing capabilities and applications.

Management can no longer afford to “bury its head in the sand” and ignore threats simply because there is (1) no commercially available hardware and/or software solution(s) available; or (2) prohibitive budgetary restraints make addressing the issues improbable. The threats will not magically disappear. They must be openly and intelligently addressed. Application design or enhancements may no longer be the sole major driving force in today’s interoperable development environment. Management is beginning to be more interested in systems that provide them with a high degree of confidence in protecting their information, consistency, and continuity of operation, as well as efficiency and computational effectivity.

The basic System Development Life Cycle has changed dramatically. Design and development efforts that once took months, even years, has been replaced by rapid application and joint analysis development (RAD/JAD) processes, prototyping, reuse engineering, and fourth-generation languages. These have modified the timing cycle by drastically shortening it to days and weeks, or in some cases hours and minutes.

To effectively integrate a system of controls into the life cycle, designers and developers will need to consider a modified model that recognizes that in an iterative system development life cycle, security controls and protection mechanisms need to be addressed in an iterative manner as well.

Software Life Cycle as a Control Process
The basic life cycle is still comprised of a series of phases to be executed sequentially or recursively as a continual process. A set of software products to be produced during each phase is identified, including security-related analyses, documentation, and reports. The controls deployed as well as those planned during each of the life cycle phases comprises a unique control architecture for the developing software products.

It is imperative that all relevant products are developed, all reviews are held, and all follow-up actions performed within each of the life cycle phases in sequence. To provide adequate management control, it is normally necessary that the developer not be allowed to proceed unless the defined phases of development are approved, performed in their predefined order, and the developer receives authority to proceed. The controls governing the applicability of a life cycle model to development and maintenance projects must be identified, evaluated, and specified with the consideration of integrity and security-relevant controls deployment criteria.

Each of the following development life cycle approaches provides inherent integrity controls:

•  The classical software development method recognizes discrete phases of development and requires that each phase of development be complete, with the presentation of formal reviews and release of formal documentation prior to transitioning to the next phase. 

•  Spiral development is an iterative approach toward the classical method where the development life cycle is restarted to enable the rolling in of lessons learned into the earlier development phases. 

•  Rapid application development (RAD) is a method of rapidly fielding experimental and noncritical systems in order to determine user requirements or satisfy immediate needs. 

•  Joint analysis development (JAD) is a workshop-oriented, case-assisted method for application development within a short time frame using a small team of expert users, expert systems, expert developers, and outside technical experts, a project manager, executive sponsor, a JAD/CASE specialist, and observers. 

•  Cleanroom is a method for developing high-quality software with certifiable reliability. Cleanroom software development attempts to prevent errors from entering the development process at all phases. The process provides for specifiers, programmers, and testers in which a specification is prepared either formally or semiformally as notations. Programmers prepare software from the specifications. A separate team prepares tests that duplicate the statistical distribution of operational use. Programmers are not permitted to conduct tests; all testing is done by an independent test team. 
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Exhibit 11.  Example of a System Life Cycle

Regardless of method, formal reviews and audits need to be performed to provide management and user insight into the developing system. Through the use of the review process, potential problems may be readily identified and addressed. Technical interchange meetings and peer reviews, involving technical personnel only, should be used to promote communication within the development organization and with the user community, enable the rapid identification and clarification of requirements, reduce risk, and promote the development of quality products.

Modified Interoperable Software Development Life Cycle Process
The software development life cycle (see Exhibits 12 and 13) for dispersed and distributed interoperable systems requires that prototyping be done which redefines the requirements definition, provides early identification of interfaces, and shortens the hardware and software development and acceptance phases of the life cycle when combined with real-time testing and anomaly resolution. In order to assure that appropriate controls deployments are considered and incorporated, system designers and developers will need to consider a slightly modified approach in which security-relevant safeguards and protection mechanisms are managed.
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Exhibit 12.  Modified System Development Life Cycle
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Exhibit 13.  System Development Life Cycle Protection Strategies Deployments

Management must be able to identify a protection strategy that addresses threat manifestations before, after, and during their occurrence(s) as a qualitative “relative timing factor” rather than as a calculated probability of occurrence or frequency, since interoperable systems have a high probability of being exploited. For most systems an attack(s) is a foregone conclusion and simply a matter of “when” rather than “what if” or “will” a threatening event occur.

In Exhibits 13 and 14, consideration is given to the types of controls and associated safeguards and protection mechanisms deployed as countermeasures to threats. Types of controls and safeguards are generally classified as detective, preventative, and recovery controls. Since these control types may have an associated protection strategy and occur in a recursive process throughout each phase of the life cycle, then each safeguard has a unique signature depending upon each of the three types of controls and protection strategy(s) employed, as well as individualized recursive characteristics.

In Exhibit 14, the recursive characteristics and uniqueness of signature are clearly evident. Regardless of the point of origin within the PDR iteration, there is an identification (real or perceived) and a detection (D) of an exposure or risk, an associated recovery (R) strategy, followed by a preventative mechanism (P) or strategy that is for all practical purposes independent of when the threat manifestation actually occurs.
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Exhibit 14.  Recursive Characteristics of Protection Controls

If taken in a controlled environment, prevention is normally the first of the recursive steps since there are normally control deployments based upon perceived threats rather than actual manifestations. The uniqueness of the PDR signature (i.e., 1 + 2 + 3 + … n + n+1) is attributed to the combinations of subsequent activities and protection strategies introduced into each iteration of the process. The combination of all safeguards with respect to detection, prevention, or recovery, therefore, provides management with a process and a metric that is relatively independent of time for determining risk accountability and propensity of threat manifestation(s).

Stacey, Helsley, and Baston in their paper, “Risk-Based Management, How To: Identify Your Information Security Threats” arrived at a similar conclusion in determining threat events and their relationship to protection strategies.

They outline a structured approach for the identification of a threat population, correlating threat events and protection control strategies to security concerns. In determining when to protect a system from a threat event (before, during, or after the occurrence of a threat event), they arrived at the conclusion that once a threat event had been identified, one could assign a set of safeguards for each protection strategy (i.e., prevention, detection, and recovery) as an independent point of control.

Integrity Failure Impact Assessments (IFIA)
System availability and robustness often erroneously preempt reliability and integrity concepts. In an interoperable environment comprised of a system(s), management’s confidence in the integrity of the system (level of trustworthiness) is primarily based on whether the “system” is readily accessible for use and possesses the capability of being able to process information, rather than the integrity of what is produced, when it was produced, who used it (or was authorized to used it), or how was the information produced, protected, stored, transmitted, and/or disseminated.

In assessing the level of trustworthiness of a system, processing dependencies and types of controls, threat events, and impacts to its integrity, as well as the associated relationship to an enterprise’s protection strategy (PDR) must be identified.

This relationship is best described as an Integrity Failure Impact Assessment (IFIA), in which deliberate and accidental threat events (including associated actions/reactions and vulnerabilities), primary and secondary impacts, processing dependencies, and protection strategies are evaluated, documented, and preserved as an enterprise-wide baseline supporting the corporate decision-making process. IFIA, which are similar in nature to reliability engineering determinations of mean-time between failure and mean-time to repair, will need to be developed based upon the enterprise’s overall protection strategies.

Once IFIA have documented the frequency of occurrence and the mean-time to restore a system(s) to a known integrity state(s), management can qualitatively ascertain and maintain an acceptable level of confidence in its high-integrity systems and processes based upon sound engineering concepts and practices.
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Exhibit 15.  Protection Strategies

MOTIVATIONAL BUSINESS VALUES AND ISSUES
The business values, issues, and management challenges that drive integrity initiatives and commitments are primarily comprised of, but are not limited to the following:

•  The value of a surprise-free future. 

•  The value of system survivability and processing integrity. 

•  The value of information availability. 

•  The issue of the sensitivity and/or the programmatic criticality of information. 

•  The issue of trust. 

•  The issue of uncertainty. 

•  The issue of measurability of risk. 

•  The challenges in managing critical resources. 

•  The administrative challenge of controlling and safeguarding access to and usage of proprietary information. 

•  The challenge of technology infusion. 

Value of a surprise-free future — If management is continually addressing unwelcome surprises, denials of services, and impacts to its processing objectives, the enterprise will experience (1) loss of credibility, (2) investment in less than optimum resource commitments and unnecessary expenditures, (3) and unproductive reactive management decisions. The optimum value is a surprise-free future which can be proactively managed. The ideal can and should be approached through substantiation of both strategic and tactical countermeasures and protection mechanisms that safeguard against those factors that contribute to the uncertainty of resources and assets These countermeasures cover a wide spectrum ranging from administrative manual procedures and processes to sophisticated engineering processes and tools that focus on disparate heteromorphic processing environments and the complexity of the domains, components, and subcomponents that comprise a corporation’s overall processing program. 

Value of system survivability and processing integrity — This is attained through the management of uncertainty surrounding the robustness of critical information processes and resources, their identification, quantification, assessment, and use. A system’s robustness is a relational correlation of the system’s components, to each component’s “built in” resistance capability (including processing redundancy, logical self propagation, and accessibility to, and deployment of, additional sustaining countermeasures and protection mechanisms), to internal and external threats of misuse, abuse, espionage, or attack(s). In complex intra/Internetworked systems or systems of systems, the capability to maintain the referential integrity of the information created, used, stored, and/or transmitted is imperative. 

Value of information availability — This focuses on the demand, responsiveness, and accessibility of information resources, as needed, including preservation and recoverability following the manifestation of a disruption or denial of service. 

Issue of sensitivity and/or programmatic functional criticality of information — This is determined by an enterprise-wide programmatic assessment of the values of information resources and operational performance(s). The valuation items and/or issues identified are used by management to determine the relevant consequences of both real and perceived loss of information integrity, availability, and confidentiality; and are assigned a weighting factor(s) as to their significance or perceived significance. These valuation items are imperative in determining appropriate strategic and tactical control deployments and justification of associated expenditures to meet business objectives. 

Issue of trust — This is a determination resulting from the identification and assessment of where and/or how information resources are assembled, stored, and processed by human or electronic entities/agents/systems. Each process and/or associated agent normally has differing levels of privileges that may impact the integrity of the information resources. The use of trusted agents and systems to establish “webs of trust” for intra/Internetworked systems demands proactive management of uncertainty in using information resources, and is based upon the assumption that: 

1.  The trust level or the “need to know” and privileges of agents accessing and using information resources are assignable, verifiable, and controlled at all times. 

2.  Agents have certifiable skills for correctly operating interfaces to information resources. 

3.  The state and attributes of information environments, processing capabilities, and carriers are identifiable, accountable, and assignable at all times. 

4.  Systems in which uncertainties in these attributes exist have been (or are in the process of being) reduced to acceptable levels which may be independently verified. 

5.  Penetration testing procedures and processes will be implemented as a normal suite of tests to simulate real-world tests of the web of trust and to determine true protection limitations. 

Issue of uncertainty — This is the motivational factor in which full certainty of information processing agents, systems, and information resources may not be practically achievable. Proactive minimization of uncertainty demands accountability for risk acceptance. Acceptable levels of risk are measured in terms of those exposures that do not have corresponding safeguards to reduce or eliminate risk(s) due to weaknesses in existing or recently deployed safeguards or protection mechanism design faults, inappropriate application, or issues identified as anomolies resulting from new technology implementations. 

Issue of measurability of risk — This focuses on the management of uncertainty surrounding the state of information resources. Uncertainty is identified, quantified, assessed, and is used to ascertain residual risk resulting from unavailable or improperly deployed safeguards and protection mechanisms, implementation of new technology, or speculative change (e.g., legislative or regulatory mandates, politics, etc.). 

Challenges in managing critical resources — In which the management of uncertainty of impacts includes the design and implementation of: 

1.  Indicators that provide continuous visibility of the states of confidence. 

2.  Sensors and procedures that can positively verify the identity and privilege status of access to information, including verification of connectivity and interfaces. 

3.  Administrative and electronic controls to ensure separation of duty and assignment of privilege, and to limit unintentional or unauthorized granting and propagation of privileges. 

4.  Administrative and electronic mechanisms for assuring continuity of access to information, including the capability to restore systems to a known state that have been or, are perceived to be in the process of being interrupted by natural or induced disasters. 

Administrative challenge of controlling and safeguarding access to and usage of proprietary information — In which an independent verification and validation process is institutionalized that attests to an acceptable status of trust in the integrity of information resources, systems, and agents. 

Challenge of technology infusion — In which the management of enhancements to technology is addressed. Currently, technological enhancements of products and services is expanding at a phenomenal rate, while management methodologies, prototyping strategies, and tactical planning for their incorporation into enterprise domains are expanding at a much slower rate. Due to the dynamics and the proliferation of products and services, management is faced with a significant degree of uncertainty in deciding whether or not to use freeware, shareware, COTS products, or end-user-developed systems. Furthermore, if these are used, how will management control proprietary and/or critical information, when should they be used, and what will be the associated long-range sustaining costs? 

“EYE OF NEWT, HAIR OF DOG, BLOOD OF BAT,…”
In conclusion, information security is bounded only by our own prejudices and short sightedness.

In the last five years, security has changed from a discipline that was fairly isolated and unique, and easily controlled and administered, into a management dream turned into a nightmare. The Security “druids” of the 1980s, crouched over boiling cauldrons muttering strange incantations and peering into the future, have been replaced with the 1990s “techno-wennies” and “security geeks” who were let out of their closets gloomily forecasting that:

•  Security can no longer be effectively added as an independent layer of protection. 

•  Every PC is equivalent to an international data center and should be similarly protected. 

•  Security in a distributed environment is a logical configuration, and cannot be physically controlled. 

•  Security cannot be legislated. 

•  Security is an operational decision, it is not part of the development life cycle and therefore, should not be addressed as a technical requirement until after a system is built and delivered. 

•  Once systems are opened, they can probably never be closed. 

•  Effective security is cost prohibitive and we can’t do anything about it until a COTS product is available. 

We have looked “SATAN” in the eye (1994) and “danced with the devil in the pale moonlight (1995,1996)”. We are still here, the values, issues, and concerns are still here. Although we have made progress in determining what is needed, we are still ignoring the simple fact that adequate security safeguards and protection mechanisms have to be designed for, and built into our systems. We must take the initiative by accepting a synergistic approach that combines the current development and maintenance disciplines into a single Integrity Engineering discipline as the future answer to our concerns.

Domain 6
Law, Investigation, and Ethics 


The topics encompassed by law, investigation, and ethics are not only those that practitioners taking the certification examination experience trouble with, but they are also the everyday parts of an information security program that one way or another can cause much embarrassment if not handled appropriately. Although these three subjects are related, to some extent they are different areas of expertise. Each is important in its own realm and can lead to problems if neglected in the administration of a security program.

The first section in Domain 6 presents “Legal and Regulatory Issues.” It is very important that the information systems security professional have a clear understanding of the laws and issues that affect their field and the kinds of criminal attacks they may experience against their systems. Chapter 6-1-1’s essay on “Computer Abuse Methods and Detection” provides insights to the methods, possible types of perpetrators, likely evidence of the use of the methods, as well as detection and prevention methods. Although several of the abuse methods can be rather complex, enough detail is provided so that security practitioners can apply them to specific instances they may encounter.

Chapter 6-1-2’s discussion of “Federal and State Computer Crime Laws” presents those laws that apply specifically to computers used in the perpetration of various types of crimes against computers. A thorough discussion of the types of offenses and the seriousness of each under the law is provided. Included is an explanation of the differences between federal and state computer crime law.

Section 6-2 deals with the task of investigating computer incidents. There are those security practitioners who have had to conduct investigations and those who ultimately will. A botched investigation can turn out to be severely career limiting, so this is a must section for security professionals. Chapter 6-2-1, “Computer Crime Investigation and Computer Forensics” is a very thorough discussion of this critical subject.

“Information Ethics” is the focus of Section 6-3. Chapter 6-3-1 describes common fallacies of the computer generation and includes a very detailed action plan to encourage the ethical use of computers in organizations.

Section 6-1
Legal and Regulatory Issues 
Chapter 6-1-1
Computer Abuse Methods and Detection 
Donn B. Parker
This chapter describes 17 computer abuse methods in which computers play a key role. Several of the methods are far more complex than can be described here in detail; in addition, it would not be prudent to reveal specific details that criminals could use. These descriptions should facilitate a sufficient understanding of computer abuse for security practitioners to apply to specific instances. Most technologically sophisticated computer crimes are committed using one or more of these methods. The results of these sophisticated and automated attacks are loss of information integrity or authenticity, loss of confidentiality, and loss of availability or utility associated with the use of services, computer and communications equipment or facilities, computer programs, or data in computer systems and communications media. The abuse methods are not necessarily identifiable with specific statutory offenses. The methods, possible types of perpetrators, likely evidence of their use, and detection and prevention methods are described in the following sections.

EAVESDROPPING AND SPYING
Eavesdropping includes wiretapping and monitoring of radio frequency emanations. Few wiretap abuses are known, and no cases of radio frequency emanation eavesdropping have been proved outside government intelligence agencies. Case experience is probably so scarce because industrial spying and scavenging represent easier, more direct ways for criminals to obtain the required information.

On the other hand, these passive eavesdropping methods may be so difficult to detect that they are never reported. In addition, opportunities to pick up emanations from isolated small computers and terminals, microwave circuits, and satellite signals continue to grow.

One disadvantage of eavesdropping, from the eavesdropper’s point of view, is that the perpetrators often do not know when the needed data will be sent. Therefore, they must collect relatively large amounts of data and search for the specific items of interest. Another disadvantage is that identifying and isolating the communications circuit can pose a problem for perpetrators. Intercepting microwave and satellite communications is even more difficult, primarily because complex, costly equipment is needed for interception and because the perpetrators must determine whether active detection facilities are built into the communications system.

Clandestine radio transmitters can be attached to computer components. They can be detected by panoramic spectrum analysis or second-harmonic radar sweeping. Interception of free-space radiation is not a crime in the United States unless disclosure of the information thus obtained violates the Electronic Communications Privacy Act of 1986 (the ECPA) or the Espionage Act. Producing radiation may be a violation of FCC regulations.

Intelligible emanations can be intercepted even from large machine rooms and at long distances using parametric amplifiers and digital filters. Faraday-cage shielding can be supplemented by carbon-filament adsorptive covering on the walls and ceilings. Interception of microwave spillage and satellite footprints is different because it deals with intended signal data emanation and could be illegal under the ECPA if it is proved that the information obtained was communicated to a third party.

Spying consists of criminal acquisition of information by covert observation. For example, shoulder surfing involves observing users at computer terminals as they enter or receive displays of sensitive information (e.g., observing passwords in this fashion using binoculars). Frame-by-frame analysis of video recordings can also be used to determine personal ID numbers entered at automatic teller machines.

Solutions to Eavesdropping and Spying
The two best solutions to eavesdropping are to use computer and communications equipment with reduced emanations and to use cryptography to scramble data. Because both solutions are relatively costly, they are not used unless the risks are perceived to be sufficiently great or until a new level of standard of due care is met through changes in practices, regulation, or law.

In addition, electronic shielding that uses a Faraday grounded electrical conducting shield helps prevent eavesdropping, and physical shielding helps prevent spying. Detecting these forms of abuse and obtaining evidence require that investigators observe the acts and capture the equipment used to perpetrate the crime.

Eavesdropping should be assumed to be the least likely method used in the theft or modification of data. Detection methods and possible evidence are the same as in the investigation of voice communications wiretapping. Exhibit 1 summarizes the potential perpetrators, detection, and evidence in eavesdropping acts.
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Exhibit 1.  Detection of Eavesdropping

SCANNING
Scanning is the process of presenting information sequentially to an automated system to identify those items that receive a positive response (e.g., until a password is identified). This method is typically used to identify telephone numbers that access computers, user IDs, and passwords that facilitate access to computers as well as credit card numbers that can be used illegally for ordering merchandise or services.

Computer programs that perform the automatic searching, called demon programs, are available from various hacker electronic bulletin boards. Scanning may be prosecuted as criminal harassment and perhaps as trespassing or fraud if the information identified is used with criminal intent. For example, scanning for credit card numbers involves testing sequential numbers by automatically dialing credit verification services. Access to proprietary credit rating services may constitute criminal trespass.

Prevention of Scanning
The perpetrators of scanning are generally malicious hackers and system intruders. Many computer systems can deter scanners by limiting the number of access attempts. Attempts to exceed these limits result in long delays that discourage the scanning process.

Identifying perpetrators is often difficult, usually requiring the use of pen registers or dialed number recorder equipment in cooperation with communication companies. Mere possession of a demon program may constitute possession of a tool for criminal purposes, and printouts from demon programs may be used to incriminate a suspect.

MASQUERADING
Physical access to computer terminals and electronic access through terminals to a computer require positive identification of an authorized user. The authentication of a user’s identity is based on a combination of something the user knows (e.g., a secret password), a physiological or learned characteristic of the user (e.g., a fingerprint, retinal pattern, hand geometry, keystroke rhythm, or voice), and a token the user possesses (e.g., a magnetic-stripe card, smart card, or metal key). Masquerading is the process of an intruder’s assuming the identity of an authorized user after acquiring the user’s ID information. Anybody with the correct combination of identification characteristics can masquerade as another individual.

Playback is another type of masquerade, in which user or computer responses or initiations of transactions are surreptitiously recorded and played back to the computer as though they came from the user. Playback was suggested as a means of robbing ATMs by repeating cash dispensing commands to the machines through a wiretap. This fraud was curtailed when banks installed controls that placed encrypted message sequence numbers, times, and dates into each transmitted transaction and command.

Detection of Masquerading
Masquerading is the most common activity of computer system intruders. It is also one of the most difficult to prove in a trial. When an intrusion takes place, the investigator must obtain evidence identifying the masquerader, the location of the terminal the masquerader used, and the activities the masquerader performed. This task is especially difficult when network connections through several switched telephone systems interfere with pen register and direct number line tracing. Exhibit 2 summarizes the methods of detecting computer abuse committed by masquerading.
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Exhibit 2.  Detection of Masquerading

PIGGYBACK AND TAILGATING
Piggyback and tailgating can be done physically or electronically. Physical piggybacking is a method for gaining access to controlled access areas when control is accomplished by electronically or mechanically locked doors. Typically, an individual carrying computer-related objects (e.g., tape reels) stands by the locked door. When an authorized individual arrives and opens the door, the intruder goes in as well. The success of this method of piggybacking depends on the quality of the access control mechanism and the alertness of authorized personnel in resisting cooperation with the perpetrator.

Electronic piggybacking can take place in an online computer system in which individuals use terminals and the computer system automatically verifies identification. When a terminal has been activated, the computer authorizes access, usually on the basis of a secret password, token, or other exchange of required identification and authentication information (i.e., a protocol). Compromise of the computer can occur when a covert computer terminal is connected to the same line through the telephone switching equipment and is then used when the legitimate user is not using the terminal. The computer cannot differentiate between the two terminals; it senses only one terminal and one authorized user.

Electronic piggybacking can also be accomplished when the user signs off or a session terminates improperly, leaving the terminal or communications circuit in an active state or leaving the computer in a state in which it assumes the user is still active. Call forwarding of the victim’s telephone to the perpetrator’s telephone is another means of piggybacking.

Tailgating involves connecting a computer user to a computer in the same session as and under the same identifier as another computer user, whose session has been interrupted. This situation happens when a dial-up or direct-connect session is abruptly terminated and a communications controller (i.e., a concentrator or packet assembler/disassembler) incorrectly allows a second user to be patched directly into the first user’s still-open files.

This problem is exacerbated if the controller incorrectly handles a modem’s data-terminal-ready signal. Many network managers set up the controller to send data-terminal-ready signals continually so that the modem quickly establishes a new session after finishing its disconnect sequence from the previous session. The controller may miss the modem’s drop-carrier signal after a session is dropped, allowing a new session to tailgate onto the old session.

In one vexing situation, computer users connected their office terminal hardwired cables directly to their personal modems. This allowed them to connect any outside telephone directly to their employer’s computers through central data switches, thus avoiding all dial-up protection controls (e.g., automatic callback devices). Such methods are very dangerous and have few means of acceptable control.

Prevention of Piggybacking and Tailgating
Turnstiles, double doors, or a stationed guard are the usual methods of preventing physical piggybacking. The turnstile allows passage of only one individual with a metal key, an electronic or magnetic card key, or the combination to a locking mechanism. The double door is a double-doored closet through which only one person can move with one key activation.

Electronic door access control systems frequently are run by a microcomputer that produces a log identifying each individual gaining access and the time of access. Alternatively, human guards may record this information in logs. Unauthorized access can be detected by studying these logs and interviewing people who may have witnessed the unauthorized access. Exhibit 3 summarizes the methods of detecting computer abuse committed by piggybacking and tailgating methods.
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Exhibit 3.  Detection of Piggybacking and Tailgating

FALSE DATA ENTRY
False data entry is usually the simplest, safest, and most common method of computer abuse. It involves changing data before or during its input to computers. Anybody associated with or having access to the processes of creating, recording, transporting, encoding, examining, checking, converting, and transforming data that ultimately enters a computer can change this data. Examples of false data entry include forging, misrepresenting, or counterfeiting documents; exchanging computer tapes or disks; keyboard entry falsifications; failure to enter data; and neutralizing or avoiding controls.

Preventing False Data Entry
Data entry typically must be protected using manual controls. Manual controls include separation of duties or responsibilities, which force collusion among employees to perpetrate fraudulent acts.

In addition, batch control totals can be manually calculated and compared with matching computer-produced batch control totals. Another common control is the use of check digits or characters embedded in the data on the basis of various characteristics of each field of data (e.g., odd or even number indicators or hash totals). Sequence numbers and time of arrival can be associated with data and checked to ensure that data has not been lost or reordered. Large volumes of data can be checked with utility or special-purpose programs.

Evidence of false data entry is data that does not correctly represent data found at sources, does not match redundant or duplicate data, and does not conform to earlier forms of data if manual processes are reversed. Further evidence is control totals or check-digits that do not check or meet validation and verification test requirements in the computer.

Exhibit 4 summarizes the likely perpetrators of false data entry, methods of detection, and sources of evidence.
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Exhibit 4.  Detection of False Data Entry

SUPERZAPPING
Computers sometimes stop, malfunction, or enter a state that cannot be overcome by normal recovery or restart procedures. In addition, computers occasionally perform unexpectedly and need attention that normal access methods do not allow. In such cases, a universal access program is needed.

Superzapping derives its name from Superzap, a utility program used as a systems tool in most IBM mainframe centers. This program is capable of bypassing all controls to modify or disclose any program or computer-based data. Many programs similar to Superzap are available for microcomputers as well.

Such powerful utility programs as Superzap can be dangerous in the wrong hands. They are meant to be used only by systems programmers and computer operators who maintain the operating system and should be kept secure from unauthorized use. However, they are often placed in program libraries, where they can be used by any programmer or operator who knows how to use them.

Detection of Superzapping
Unauthorized use of Superzap programs can result in changes to data files that are usually updated only by production programs. Typically, few if any controls can detect changes in the data files from previous runs. Applications programmers do not anticipate this type of fraud; their realm of concern is limited to the application program and its interaction with data files. Therefore, the fraud is detected only when the recipients of regular computer output reports from the production program notify management that a discrepancy has occurred.

Furthermore, computer managers often conclude that the evidence indicates data entry errors, because it would not be a characteristic computer or program error. Considerable time can be wasted in searching the wrong areas. When management concludes that unauthorized file changes have occurred independent of the application program associated with the file, a search of all computer use logs might reveal the use of a Superzap program, but this is unlikely if the perpetrator anticipates the possibility. Occasionally, there may be a record of a request to have the file placed online in the computer system if it is not typically in that mode. Otherwise, the changes would have to occur when the production program using the file is being run or just before or after it is run.

Superzapping may be detected by comparing the current file with parent and grandparent copies of the file. Exhibit 5 summarizes the potential perpetrators, methods of detection, and sources of evidence in superzapping abuse.
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Exhibit 5.  Detection of Superzapping

SCAVENGING
Scavenging is a method of obtaining or reusing information that may be left after processing. Simple physical scavenging could involve searching trash barrels for copies of discarded computer listings or carbon paper from multiple-part forms. More technical and sophisticated methods of scavenging include searching for residual data left in a computer, computer tapes, and disks after job execution.

Computer systems are designed and operators are trained to preserve data, not destroy it. If computer operators are requested to destroy the contents of disks or tapes, they most likely make backup copies first. This situation offers opportunities for both criminals and investigators.

In addition, a computer operating system may not properly erase buffer storage areas or cache memories used for the temporary storage of input or output data. Many operating systems do not erase magnetic disk or magnetic tape storage media because of the excessive computer time required to do this. (The data on optical disks cannot be electronically erased, though additional bits could be burned into a disk to change data or effectively erase them by, for example, changing all zeros to ones.).

In a poorly designed operating system, if storage were reserved and used by a previous job and then assigned to the next job, the next job might gain access to the same storage area, write only a small amount of data into that storage area, and then read the entire storage area back out, thus capturing data that was stored by the previous job.

Detection of Scavenging
Exhibit 6 lists the potential perpetrators of, methods of detection for, and evidence in scavenging crimes.
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Exhibit 6.  Detection of Scavenging

TROJAN HORSES
The Trojan horse method of abuse involves the covert placement or alteration of computer instructions or data in a program so that the computer will perform unauthorized functions. Typically, the computer still allows the program to perform most or all of its intended purposes.

Trojan horse programs are the primary method used to insert instructions for other abusive acts (e.g., logic bombs, salami attacks, and viruses). This is the most commonly used method in computer program-based frauds and sabotage.

Instructions may be placed in production computer programs so that they will be executed in the protected or restricted domain of the program and have access to all of the data files that are assigned for the program’s exclusive use. Programs are usually constructed loosely enough to allow space for inserting the instructions, sometimes without even extending the length or changing the checksum of the infected program.

Detecting and Preventing Trojan Horse Attacks
A typical business application program can consist of more than 100,000 computer instructions and data items. The Trojan horse can be concealed among as many as 5 or 6 million instructions in the operating system and commonly used utility programs. It waits there for execution of the target application program, inserts extra instructions in it for a few milliseconds of execution time, and removes them with no remaining evidence.

Even if the Trojan horse is discovered, there is almost no indication of who may have done it. The search can be narrowed to those programmers who have the necessary skills, knowledge, and access among employees, former employees, contract programmers, consultants, or employees of the computer or software suppliers.

A suspected Trojan horse might be discovered by comparing a copy of the operational program under suspicion with a master or other copy known to be free of unauthorized changes. Although backup copies of production programs are routinely kept in safe storage, clever perpetrators may make duplicate changes in them. In addition, programs are frequently changed for authorized purposes without the backup copies being updated, thereby making comparison difficult.

A program suspected of being a Trojan horse can sometimes be converted from object form into assembly or higher-level form for easier examination or comparison by experts. Utility programs are usually available to compare large programs; however, their integrity and the computer system on which they are executed must be verified by trusted experts.

A Trojan horse might be detected by testing the suspect program to expose the purpose of the Trojan horse. However, the probability of success is low unless exact conditions for discovery are known. (The computer used for testing must be prepared in such a way that no harm will be done if the Trojan horse is executed.) Furthermore, this testing may prove the existence of the Trojan horse but usually does not identify its location. A Trojan horse may reside in the source language version or only in the object form and may be inserted in the object form each time it is assembled or compiled — for example, as the result of another Trojan horse in the assembler or compiler. Use of foreign computer programs obtained from untrusted sources (e.g., shareware bulletin board systems) should be restricted, and the programs should be carefully tested before production use.

The methods for detecting Trojan horse frauds are summarized in Exhibit 7. The Exhibit also lists the occupations of potential perpetrators and the sources of evidence of Trojan horse abuse.
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Exhibit 7.  Detection of Trojan Horses and Viruses

COMPUTER VIRUSES
A computer virus is a set of computer instructions that propagates copies of versions of itself into computer programs or data when it is executed within unauthorized programs. The virus may be introduced through a program designed for that purpose (called a pest) or through a Trojan horse. The hidden virus propagates itself into other programs when they are executed, creating new Trojan horses, and may also execute harmful processes under the authority of each unsuspecting computer user whose programs or system have become infected. A worm attack is a variation in which an entire program replicates itself throughout a computer or computer network.

Although the virus attack method has been recognized for at least 15 years, the first criminal cases were prosecuted only in November 1987. Of the hundreds of cases that occur, most are in academic and research environments. However, disgruntled employees or ex-employees of computer program manufacturers have contaminated products during delivery to customers.

Preventing, Detecting, and Recovering from Virus Attacks
Prevention of computer viruses depends on protection from Trojan horses or unauthorized programs, and recovery after introduction of a virus entails purging all modified or infected programs and hardware from the system. The timely detection of Trojan horse virus attack depends on the alertness and skills of the victim, the visibility of the symptoms, the motivation of the perpetrator, and the sophistication of the perpetrator’s techniques. A sufficiently skilled perpetrator with enough time and resources could anticipate most know methods of protection from Trojan horse attacks and subvert them.

Prevention methods consist primarily of investigating the sources of untrusted software and testing foreign software in computers that have been conditioned to minimize possible losses. Prevention and subsequent recovery after an attack are similar to those for any Trojan horse. The system containing the suspected Trojan horse should be shut down and not used until experts have determined the sophistication of the abuse and the extent of damage. The investigator must determine whether hardware and software errors or intentionally produced Trojan horse attacks have occurred.

Investigators should first interview the victims to identify the nature of the suspected attack. They should also use the special tools available (not resident system utilities) to examine the contents and state of the system after a suspected event. The original provider of the software packages suspected of being contaminated should be consulted to determine whether others have had similar experiences. Without a negotiated liability agreement, however, the vendor may decide to withhold important and possibly damaging information.

The following are examples of possible indications of a virus infection:

•  The file size may increase when a virus attaches itself to the program or data in the file. 

•  An unexpected change in the time of last update of a program or file may indicate a recent unauthorized modification. 

•  If several executable programs have the same date or time in the last update field, they have all been updated together, possibly by a virus. 

•  A sudden unexpected decrease in free disk space may indicate sabotage by a virus attack. 

•  Unexpected disk accesses, especially in the execution of programs that do not use overlays or large data files, may indicate virus activity. 

All current conditions at the time of discovery should be documented, using documentation facilities separate from the system in use. Next, all physically connected and inserted devices and media that are locally used should be removed if possible. If the electronic domain includes remote facilities under the control of others, an independent means of communication should be used to report the event to the remote facilities manager. Computer operations should be discontinued; accessing system functions could destroy evidence of the event and cause further damage. For example, accessing the contents or directory of a disk could trigger the modification or destruction of its contents.

To protect themselves against viruses or indicate their presence, users can:

•  Compare programs or data files that contain checksums or hash totals with backup versions to determine possible integrity loss. 

•  Write-protect diskettes whenever possible, especially when testing an untrusted computer program. Unexpected write-attempt errors may indicate serious problems. 

•  Boot diskette-based systems using clearly labeled boot diskettes. 

•  Avoid booting a hard disk drive system from a diskette. 

•  Never put untrusted programs in hard disk root directories. Most viruses can affect only the directory from which they are executed; therefore, untrusted computer programs should be stored in isolated directories containing a minimum number of other sensitive programs or data files. 

•  When transporting files from one computer to another, use diskettes that have no executable files that might be infected. 

•  When sharing computer programs, share source code rather than object code, because source code can more easily be scanned for unusual contents. 

The best protection against viruses, however, is to frequently back up all important data and programs. Multiple backups should be maintained over a period of time, possibly up to a year, to be able to recover from uninfected backups. Trojan horse programs or data may be buried deeply in a computer system — for example, in disk sectors that have been declared by the operating system as unusable. In addition, viruses may contain counters for logic bombs with high values, meaning that the virus may be spread many times before its earlier copies are triggered to cause visible damage. The perpetrators, detection, and evidence are the same as for Trojan horse attacks (see Exhibit 7).

SALAMI TECHNIQUES
A salami technique is an automated form of abuse involving Trojan horses or secret execution of an unauthorized program that causes the unnoticed or immaterial debiting of small amounts of assets from a large number of sources or accounts. The name of this technique comes from the fact that small slices of assets are taken without noticeably reducing the whole. Other methods must be used to remove the acquired assets from the system.

For example, in a banking system, the demand deposit accounting system of programs for checking accounts could be changed (using the Trojan horse method) to randomly reduce each of a few hundred accounts by 10 cents or 15 cents by transferring the money to a favored account, where it can be withdrawn through authorized methods. No controls are violated because the money is not removed from the system of accounts. Instead, small fractions of the funds are merely rearranged, which the affected customers rarely notice. Many variations are possible. The assets may be an inventory of products or services as well as money. Few cases have been reported.

Detecting Salami Acts
Several technical methods for detection are available. Specialized detection routines can be built into the suspect program, or snapshot storage dump listings could be obtained at crucial times in suspected program production runs. If identifiable amounts are being taken, these can be traced; however, a clever perpetrator can randomly vary the amounts or accounts debited and credited. Using an iterative binary search of balancing halves of all accounts is another costly way to isolate an offending account.

The actions and lifestyles of the few people with the skills, knowledge, and access to perform salami acts can be closely watched for deviations from the norm. For example, the perpetrators or their accomplices usually withdraw the money from the accounts in which it accumulates in legitimate ways; records will show an imbalance between the deposit and withdrawal transaction. However, all accounts and transactions would have to be balanced over a significant period of time to detect discrepancies. This is a monumental and expensive task.

Many financial institutions require employees to use only their financial services and make it attractive for them to do so. Employees’ accounts are more completely and carefully audited than others. Such requirements usually force the salami perpetrators to open accounts under assumed names or arrange for accomplices to commit the fraud. Therefore, detection of suspected salami frauds might be more successful if investigators concentrate on the actions of possible suspects rather than on technical methods of discovery.

Exhibit 8 lists the methods of detecting the use of salami techniques as well as the potential perpetrators and sources of evidence of the use of the technique.
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Exhibit 8.  Detection of Salami Acts

TRAPDOORS
Computer operating systems are designed to prevent unintended access to them and unauthorized insertion of modification of code. Programmers sometimes insert code that allows them to compromise these requirements during the debugging phases of program development and later during system maintenance and improvement. These facilities are referred to as trapdoors, which can be used for Trojan horse and direct attacks (e.g., false data entry).

Trapdoors are usually eliminated in the final editing, but sometimes they are overlooked or intentionally left in to facilitate future access and modification. In addition, some unscrupulous programmers introduce trapdoors to allow them to later compromise computer programs. Furthermore, designers or maintainers of large complex programs may also introduce trapdoors inadvertently through weaknesses in design logic.

Trapdoors may also be introduced in the electronic circuitry of computers. For example, not all of the combinations of codes may be assigned to instructions found in the computer and documented in the programming manuals. When these unspecified commands are used, the circuitry may cause the execution of unanticipated combinations of functions that allow the computer system to be compromised.

Typical known trapdoor flaws in computer programs include:

•  Implicit sharing of privileged data. 

•  Asynchronous change between time of check and time of use. 

•  Inadequate identification, verification, authentication, and authorization of tasks. 

•  Embedded operating system parameters in application memory space. 

•  Failure to remove debugging aids before production use begins. 

During the use and maintenance of computer programs and computer circuitry, ingenious programmers invariably discover some of these weaknesses and take advantage of them for useful and innocuous purposes. However, the trapdoors may be used for unauthorized, malicious purposes as well.

Functions that can be performed by computer programs and computers that are not in the specifications are often referred to as negative specifications. Designers and implementers struggle to make programs and computers function according to specifications and to prove that they do. They cannot practicably prove that a computer system does not perform functions it is not supposed to perform.

Research is continuing on a high priority basis to develop methods of proving the correctness of computer programs and computers according to complete and consistent specifications. However, commercially available computers and computer programs probably will not be proved correct for many years. Trapdoors continue to exist; therefore, computer systems are fundamentally insecure because their actions are not totally predictable.

Detecting Trapdoors
No direct technical method can be used to discover trapdoors. However, tests of varying degrees of complexity can be performed to discover hidden functions used for malicious purposes. The testing requires the expertise of systems programmers and knowledgeable applications programmers. Investigators should always seek out the most highly qualified experts for the particular computer system or computer application under suspicion.

The investigator should always assume that the computer system and computer programs are never sufficiently secure from intentional, technical compromise. However, these intentional acts usually require the expertise of only the technologists who have the skills, knowledge, and access to perpetrate them. Exhibit 9 lists the potential perpetrators, methods of detection, and sources of evidence of the abuse trapdoors.
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Exhibit 9.  Detection of Trapdoors

LOGIC BOMBS
A logic bomb is a set of instructions in a computer program periodically executed in a computer system that determines conditions or states of the computer, facilitating the perpetration of an unauthorized, malicious act. In one case, for example, a payroll system programmer put a logic bomb in the personnel system so that if his name were ever removed from the personnel file, indicating termination of employment, secret code would cause the entire personnel file to be erased.

A logic bomb can be programmed to trigger an act based on any specified condition or data that may occur or be introduced. Logic bombs are usually placed in the computer system using the Trojan horse method. Methods of discovering logic bombs are the same as for Trojan horses. Exhibit 10 summarizes the potential perpetrators, methods of detection, and kinds of evidence of logic bombs.
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Exhibit 10.  Detection of Logic Bombs

ASYNCHRONOUS ATTACKS
Asynchronous attacks take advantage of the asynchronous functioning of a computer operating system. Most computer operating systems function asynchronously on the basis of the services that must be performed for the various computer programs executed in the computer system. For example, several jobs may simultaneously call for output reports to be produced. The operating system stores these requests and, as resources become available, performs them in the order in which resources are available to fit the request or according to an overriding priority scheme. Therefore, rather than executing requests in the order they are received, the system performs then asynchronously on the basis of the available resources.

Highly sophisticated methods can confuse the operating system to allow it to violate the isolation of one job from another. For example, in a large application program that runs for a long time, checkpoint/restarts are customary. These automatically allow the computer operator to set a switch manually to stop the program at a specified intermediate point and later restart it in an orderly manner without losing data.

To avoid the loss, the operating system must save the copy of the computer programs and data in their current state at the checkpoint. The operating system must also save several system parameters that describe the mode and security level of the program at the time of the stop. Programmers or computer operators might be able to gain access to the checkpoint restart copy of the program, data, and system parameters. They could change the system parameters such that on restart, the program would function at a higher-priority security level or privileged level in the computer and thereby give the program unauthorized access to data, other programs, or the operating system. Checkpoint/restart actions are usually well documented in the computer operations or audit log.

Even more complex methods of attack could be used besides the one described in this simple example, but the technology is too complex to present here. The investigator should be aware of the possibilities of asynchronous attacks and seek adequate technical assistance if suspicious circumstances result from the activities of highly sophisticated and trained technologists. Evidence of such attacks would be discernible only from unexplained deviations from application and system specifications in computer output, or characteristics of system performance. Exhibit 11 lists the potential perpetrators, methods of detecting, and evidence of asynchronous attacks.
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Exhibit 11.  Detection of Asynchronous Attacks

DATA LEAKAGE
A wide range of computer crime involves the removal of data or copies of data from a computer system or computer facility. This part of a crime may offer the most dangerous exposure to perpetrators. Their technical act may be well hidden in the computer; however, to convert it to economic gain, they must get the data from the computer system. Output is subject to examination by computer operators and other data processing personnel, who might detect the perpetrators’ activity.

Several techniques can be used to secretly leak data from a computer system. The perpetrator may be able to hide the sensitive data in otherwise innocuous-looking output reports — for example, by adding to blocks of data or interspersing the data with otherwise routine data. A more sophisticated method might be to encode data to look like something else. For example, a computer listing may be formatted so that the secret data is in the form of different lengths of printer lines, number of characters per line, or locations of punctuation; is embedded in the least significant digits of engineering data; and uses code words that can be interspersed and converted into meaningful data.

Sophisticated methods of data leakage might be necessary only in high-security, high-risk environments. Otherwise, much simpler manual methods might be used. It has been reported that hidden in the central processors of many computers used in the Vietnam War were miniature radio transmitters capable of broadcasting the contents of the computers to a remote receiver. These were discovered when the computers were returned to the United States.

Detecting Data Leakage
Data leakage would probably best be investigated by interrogating IS personnel who might have observed the movement of sensitive data. In addition, computer operating system usage logs could be examined to determine whether and when data files have been accessed. Because data leakage can occur through the use of Trojan horses, logic bombs, and scavenging, the use of these methods should be investigated when data leakage is suspected.

Evidence will most likely be in the same form as evidence of the scavenging activities described in a preceding section. Exhibit 12 summarizes the detection of crimes resulting from data leakage.
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Exhibit 12.  Detection of Data Leakage

SOFTWARE PIRACY
Piracy is the copying and use of computer programs in violation of copyright and trade secret laws. Commercially purchased computer programs are protected by what is known as a shrink-wrap contract agreement, which states that the program is protected by copyright and its use is restricted.

Since the early 1980s, violations of these agreements have been widespread, primarily because of the high price of commercial programs and the simplicity of copying the programs. The software industry reacted by developing several technical methods of preventing the copying of disks; however, these have not always been successful because of hackers’ skills at overcoming this protection and because they are seen as inconvenient to customers.

The software industry has now stabilized and converged on a strategy of imposing no technical constraints to copying, implementing an extensive awareness program to convince honest customers not to engage in piracy, pricing their products more reasonably, and providing additional benefits to purchasers of their products that would not be obtainable to computer program pirates. In addition, computer program manufacturers occasionally find gross violations of their contract agreements and seek highly publicized remedies.

Malicious hackers commonly engage in piracy, sometimes even distributing pirated copies on a massive scale through electronic bulletin boards. Although criminal charges can often be levied against malicious hackers and computer intruders, indictments are most often sought against educational and business institutions, in which gross violations of federal copyright laws and state trade secret laws are endemic.

Detecting Piracy
Investigators can most easily obtain evidence of piracy by confiscating suspects’ disks, the contents of their computer hard disks, paper printouts from the execution of the pirated programs, and pictures of screens produced by the pirated programs. Recent court decisions indicate that piracy can also occur when programs are written that closely duplicate the look and feel of protected computer programs, which includes the use of similar command structures and screen displays. Exhibit 13 summarizes the potential perpetrators, detection methods, and evidence of computer program piracy.

[image: image78.jpg]Potential Perpetrators. Methods of Detection Evidence
+ Any purchasers and users  + Observation of computer  + Pictures of computer

of commercially available  users Screens while pirated
computer programs .+ Search of computer users'  Sofware is being executed
+ Hackers facilties and computers + Copies of computer media
+ Testimony of legiimate ‘on which pirated programs
‘computer program are found
purchasers + Memory contents of
- Receivers of coy computers containing
Comte pogars raad sotvare

« Printouts produced by
execution of pirated
computer programs




Exhibit 13.  Detection of Software Piracy

COMPUTER LARCENY
The theft, burglary, and sale of stolen microcomputers and components are increasing dramatically — a severe problem because the value of the contents of stolen computers often exceeds the value of the hardware taken. The increase in computer larceny is becoming epidemic, in fact, as the market for used computers in which stolen merchandise may be fenced also expands.

It has been suggested that an additional method of protection be used along with standard antitheft devices for securing office equipment. If the user is to be out of the office, microcomputers can be made to run antitheft programs that send frequent signals through modems and telephones to a monitoring station. If the signals stop, an alarm at the monitoring station is set off.

Investigation and prosecution of computer larceny fits well within accepted criminal justice practices, except for proving the size of the loss when a microcomputer worthy only a few hundred dollars is stolen. Evidence of far larger losses (e.g., programs and data) may be needed.

Minicomputers and mainframes have been stolen as well, typically while equipment is being shipped to customers. Existing criminal justice methods can deal with such thefts.

USE OF COMPUTERS FOR CRIMINAL ENTERPRISE
A computer can be used as a tool in a crime for planning, data communications, or control. An existing process can be simulated on a computer, a planned method for carrying out a crime can be modeled, or a crime can be monitored by a computer (i.e., by the abuser) to help guarantee its success.

In one phase of a 1973 insurance fraud in Los Angeles, a computer was used to model the company and determine the effects of the sale of large numbers of insurance policies. The modeling resulted in the creation of 64,000 fake insurance policies in computer-readable form that were then introduced into the real system and subsequently resold as valid policies to reinsuring companies.

The use of a computer for simulation, modeling, and data communications usually requires extensive amounts of computer time and computer program development. Investigation of possible fraudulent use should include a search for significant amounts of computer services used by the suspects. Their recent business activities, as well as the customer lists of locally available commercial time-sharing and service bureau companies, can be investigated. If inappropriate use of the victim’s computer is suspected, logs may show unexplained computer use.

Exhibit 14 lists the potential perpetrators, methods of detection, and kinds of evidence in simulation and modeling techniques.
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Exhibit 14.  Detection of Simulation and Modeling

SUMMARY
Computer crimes will change rapidly along with the technology. As computing becomes more widespread, maximum losses per case are expected to grow. Ultimately, all business crimes will be computer crimes.

Improved computer controls will make business crime more difficult, dangerous, and complex, however. Computers and workstations impose absolute discipline on information workers, forcing them to perform within set bounds and limiting potential criminal activities. Managers receive improved and more timely information from computers about their businesses and can more readily discern suspicious anomalies indicative of possible wrongdoing.

Although improved response rates from victims, improvements in security, modification of computer use, reactions from the criminal justice community, new laws, and saturation of the news media warning of the problems will cause a reduction of traditional types of crime, newer forms of computer crime will proliferate. Viruses and malicious hacking will eventually be superseded by other forms of computer abuse, including computer larceny, desktop forgery, voice mail and E-mail terrorism and extortion, fax graffiti, phantom computers secretly connected to networks, and repudiation of EDI transactions.

Chapter 6-1-2
Federal and State Computer Crime Laws 
Scott Charney
Stevan D. Mitchell
The widespread use of computers has resulted in a new challenge for law enforcement — computer crime. A computer crime can be said to occur when a computer is the target of the offense, that is, when the actor’s conduct is designed to steal information from, or cause damage to, a computer or computer network.

Some computer crime definitions also include cases in which the computer is an integral tool in committing an offense. For example, a bank teller might write a computer program to skim small amounts of money from a large number of accounts. Although this might constitute a computer crime, such conduct is prohibited by traditional criminal laws, and could be charged accordingly.

FEDERAL COMPUTER CRIME LAWS
Because existing laws focused on tangible property, Congress enacted a law specifically designed to protect computers and the information they contain. The Computer Fraud and Abuse Act of 1986, located at Title 18 of the United States Code in Section 1030, contains six separate offenses, three of which are felonies and three of which are misdemeanors. Generally speaking, these offenses protect certain types of computers and certain types of information.

The first felony, which protects classified information, prohibits knowingly accessing a computer, without or exceeding authorization, and thereby obtaining classified information with intent to use or reason to believe that such information is to be used to the injury of the United States or to the advantage of any foreign nation. It is important to note that “obtaining information” includes simply reading the material. It is not necessary that the information be physically moved or copied.

The second felony seeks to punish those who use computers in schemes to defraud others. This section applies when anyone knowingly, and with intent to defraud, accesses a federal-interest computer without authorization or when anyone exceeds authorized access to further the intended fraud and obtain anything of value, other than merely the use of the computer. By requiring that the actor obtain something of value, Congress ensured that every trespass into a federal-interest computer did not become a felony.

The term federal-interest computer is significant. A federal-interest computer is a computer used exclusively by the United States or a financial institution, one used partly by the United States or a financial institution where the dependant’s conduct affected the government’s or financial institution’s operation of the computer, or any computer that is one of two or more computers used in committing the offense, not all of which are located in the same state. This last portion of the definition is extremely important because it allows a computer owned by a private company to be a federal-interest computer and thus protected by the statute. Essentially, all that is required is that at least two computers, not all located in the same state, be involved in the offense. For example, if a defendant uses a personal computer in New York to steal information from a mainframe in Texas to commit a fraud, a federal-interest computer is involved. 

The last felony section also protects federal-interest computers. Under this section, it is a felony to intentionally access such a computer without authorization and by means of one or more instances of such conduct to alter, damage, or destroy information or prevent the authorized use of any such computer or information and thereby either (1) cause loss to one or more others aggregating $1,000 or more during any one year period or (2) modify or impair, or potentially modify or impair, the medical examination, diagnosis, treatment, or care of one or more individuals. Significantly, the only intent requirement is that the defendant intentionally access the federal-interest computer without authority; the defendant need not intend to cause the damage that results.

The statute also provides for three misdemeanors. The most important misdemeanor is designed to protect government computers and is a strict trespass provision. Anyone accessing a government computer without authority violates this statute, whether or not the intruder does any damage, alters any files, or steals any property. The second misdemeanor is designed to protect financial information and covers bank records, credit card information, and information maintained by credit reporting services. The last is meant to prohibit trafficking in passwords or similar information through which a computer may be accessed without authorization, if such trafficking affects interstate or foreign commerce or the computer is used by or for the government.

The most significant weakness in 18 U.S.C. § 1030 is that it fails to criminalize certain malicious conduct by insiders. Under 18 U.S.C. § 1030(a)(5), an individual must access a computer without authority and thereby cause damage. Thus, insiders with authority to access a particular machine cannot be held criminally liable for the damage they cause, even though their acts were intentionally destructive (e.g., a disgruntled employee may deliberately launch a destructive virus). Indeed, Congress is currently looking at this very issue.

Section 3601 of the recently passed Senate Crime Bill would replace the existing 18 U.S.C. § 1030(a)(5) with a provision that makes it a felony for anyone to knowingly cause the transmission of a program, information, code, or command to a computer or computer system if:

•  The person causing the transmission intends that such transmission will damage a computer, computer system, network, information, data, or program or without or deny, or cause the withholding or denial, of the use of a computer, computer services, system, or network, information, data, or program. 

•  The transmission of the harmful component of the program, information, code or command occurred without the knowledge and authorization of the persons or entities who own or are responsible for the computer system receiving the program, information code, or command and causes loss or damage to one or more other persons of $1,000 or more during any one-year period or modifies or impairs, or potentially modifies or impairs, the medical examination, diagnosis, treatment, or care of one or more individuals. 

Additionally, if the actor does not intend to cause damage but acts with reckless disregard of a substantial and unjustifiable risk that the transmission will cause such damage, the offense is a misdemeanor subject to up to one-year imprisonment.

This provision, if it becomes law, will address insider conduct. On the other hand, individuals who deliberately break into computer systems and negligently cause damage will no longer be subject to criminal sanction as under existing law. (According to 18 U.S.C. § 1030(a)(5), no mental state is required for the damage element; the only intent requirement is that the defendant intend to access a federal interest computer without authority.)

Under existing law, individuals who are convicted of violating 18 U.S.C. § 1030 are sentenced pursuant to sentencing guideline 2F1.1, a provision also under reconsideration. Under 2F1.1, the most important factor used to determine the appropriate sentencing range is the amount of loss caused to the victim (2F1.1 provides an exhaustive loss table; the higher the loss, the stiffer the sentence). With the exception of 18 U.S.C. § 1030(a)(4) and (a)(6), however, § 1030 protects against harms that cannot be adequately quantified by examining dollar losses. For example, the Department of Justice has investigated numerous cases in which hackers have accessed credit reporting agency computers and copied credit reports of unsuspecting individuals. Although the market value of these credit reports is practically nil, such conduct is a serious intrusion into the privacy rights of those individuals whose credit reports are compromised. In other cases, hackers have manipulated phone company computers to disrupt normal phone service. Although this disruption may cause some economic harm to the phone company or a subscriber, this economic loss does not measure the true impact of interfering with normal phone service.

To address these issues, the Sentencing Commission recently published for public comment a proposal to change the way computer criminals are sentenced. Under the new sentencing scheme, 2F1.1 would be used in cases involving fraud, but defendants in nonfraud cases would be sentenced under guidelines that more accurately reflect the defendant’s conduct. Additionally, the guidelines would allow the court to consider harms relating to privacy and loss of data integrity when imposing sentence.

Although the Computer Fraud and Abuse Act is the statute best suited for prosecuting computer crime cases, other federal laws may also be charged. They include wire fraud, the new copyright law (which elevates software copyright violations to felonies if they consist of the reproduction or distribution, during any 180-day period, of at least 10 copies of one or more copyright works with a retail value of more than $2,500), and the Electronic Communications Privacy Act of 1986. This last statute has several provisions relevant to computer crime cases (particularly when hackers engage in wiretapping over voice and data networks and have frequently accessed E-mail) to determine if authorized users of the network have discovered their unauthorized presence in the system. Pursuant to 18 U.S.C. § 2511, it is illegal to intercept a wire or electronic communication while it is in transit. (A wire communication is a communication audible to the human ear. An electronic communication covers any transfer of signs, signal, or data and thus covers computer-to-computer communications.) Violation of this section is a felony. Additionally, under 18 U.S.C. § 2701, it is illegal to access without authority, a facility through which an electronic communication service is provided or to exceed authorization to access that facility and thereby obtain, alter, or prevent authorized access to a wire or electronic communication in electronic storage in such a system.

STATE COMPUTER CRIME LAWS
Each state can choose to address computer crime in a different fashion. Consequently, there are a tremendous variety of approaches to what are fundamentally similar concerns, affording observers a unique opportunity to gauge the effectiveness of both a number of statutory schemes and certain novel and unique approaches. Moreover, while Congress has maintained its current protective scheme since 1986, the states continue to visit and revisit their respective computer crime laws on a more regular basis.

The diversity and variety found in various state enactments was well demonstrated by Anne W. Branscomb in Rogue Computer Programs and Computer Rogues: Tailoring the Punishment to Fit the Crime, an important study conducted in 1990. This study was dedicated predominantly to assessing how adequately existing laws might address problems presented by rogue programs or intrusive code. Branscomb distilled from existing enactments ten discrete ways in which states have acted to devise protective legislation. Branscomb’s taxonomy, which has since been adopted by a number of authoritative sources, among them, the American Criminal Law Review’s annual survey of white collar crime, includes: 

•  Definition of Property Expanded. Branscomb noted that a few states reacted to the threat of computer-related crime by including, within their respective definitions of property, information in the form of electronic impulses or data, whether tangible or intangible, either in transit or stored. 

•  Unlawful Destruction. Many states have criminalized activities that alter, damage, delete, or destroy computer programs or files. Branscomb noted that such prohibitions, standing alone, might not always reach the problem of intrusive code, which may be introduced without immediate alteration of existing files and programs. 

•  Use of a Computer to Commit, Aid, or Abet the Commission of a Crime. Laws of this type were passed to prohibit the use of a computer to facilitate other crimes, such as theft or fraud. Standing alone, however, these laws cannot deal with offenses that follow from, rather than precede, the emergence of computer technology. 

•  Crimes Against Intellectual Property. Laws falling in this category include offenses from the perspective of the information being protected. For example, some were passed to define offenses involving the destruction, alteration, disclosure, or use of intellectual property without consent. 

•  Knowing and Unauthorized Use. Other statutes sought to criminalize acts of knowing and unauthorized use of computers or computer services. 

•  Unauthorized Copying. Statutes in this category were enacted to criminalize the unauthorized copying of computer files or software and the receipt of goods so reproduced. 

•  Prevention of Authorized Use. Branscomb noted that approximately one-fourth of states criminalized interference with, or prevention of computer use by, authorized parties. 

•  Unlawful Insertion. These laws, common to a handful of states, prohibit the unauthorized insertion of data without regard to damage resulting therefrom. 

•  Voyeurism. These statutes cover what is most akin to an electronic trespass. That is, they traditionally deal with unauthorized entry, without regard to damage or the resulting harm. Notably, however, some states expressly exclude mere trespass from criminal sanction. 

•  Taking Possession. A few statues have criminalized the taking possession of a computer or computer software. 

It should thus be apparent that state enactments are broader and more flexible than corresponding federal laws. They are certainly more frequently revisited and amended, thus permitting rapid response to particularized problems arising from changing technology. Over the past decade, much competent scholarship has compared and contrasted the various state approaches to computer crime legislation, and only some of this work is cited in this chapter. An examination of the state laws and this commentary highlights the directions in which the states are moving and may indicate future trends.

Legislative Challenges Presented by Computer-Related Crimes
In its relatively short history, computer-related criminal legislation has been subjected to its share of critical examination. Two overarching problems have emerged: (1) deciding exactly what is to be protected and (2) drafting statutory language that provides that protection without being overinclusive or underinclusive, even as technologies advance at breakneck speed. Generally speaking, three types of harms have been addressed: (1) unauthorized intrusion, (2) unauthorized alteration or destruction of information, and (3) the insertion of malicious programming code.

Although 49 states now have computer crime legislation to address these problems, some early commentators questioned the need for discrete computer-related criminal legislation. They felt many of the offensive acts could be addressed through traditional laws governing property and theft. Despite these assertions, however, difficulties arose in applying general criminal statutes governing theft of property to electronically stored and manipulated information. The legal definitions of property, theft, and damages were historically too narrow to encompass emerging offenses. Traditional laws against larceny and embezzlement, for example, often required that stolen property actually be taken and carried away or that the suspect demonstrate an intent to deprive the owner of his or her property. These common law statutory requirements have little bearing when applied to offenses against intangible information, which often remains with the owner even after being compromised and which is rarely carried away in the traditional sense.

It did not take long for legislators to suspect that traditional criminal statutes were not ideally suited to the prohibition and prosecution of emerging computer-related offenses. This remained the case even after efforts by some states to expand traditional notions of property to pertain to intangibles. Not only did computer technology change the form and way such crimes as fraud and larceny are committed, but it led to the development of new kinds of crimes. Ultimately, new laws had to be passed.

Laws Prohibiting Unauthorized Access or Use
One behavior not covered by traditional legislation, even when criminal laws were extended to reach offenses against intangible property, is the electronic trespass. New state laws aimed at preventing unauthorized access to, or unauthorized use of, computers, computer facilities, or computer communications systems were therefore passed. These statutory approaches treat a computer system as a protected environment. Thus, access to the computer environment becomes a protected right.

Although a majority of states have enacted legislation criminalizing either unauthorized computer access or unauthorized computer use, there are crucial differences between these two crimes. State legislative schemes often reflect the choice of one or the other, but it is hoped not without sufficient appreciation for the fact that different individuals are covered by each, and, accordingly, differing penalties might more appropriately attach to each proscribed behavior. (Michael P. Dierks, in “Computer Network Abuse” from the spring 1993 issue of the Harvard Journal of Law and Technology observes that in the 1980s state courts, addressing the use of whether computer time was property, treated those who obtained unauthorized access and then used computer time in the same way as those who had authorized access as having committed an unauthorized use. “Although separation of these two models is possible, courts did not make such a distinction.”) 

Kansas, in defining computer crime, maintains separate definitions for those who willfully and without authorization gain access to a computer or computer system, those who use a computer system in unauthorized ways, and those who exceed the limits of their authorization to do damage or to take possession of a computer or system. (Kansas penalizes all three forms of behavior identically; however, a loss of less than $150 is a misdemeanor, and the loss of $150 or more is a class E felony.) South Dakota, by contrast, proscribes as “unlawful uses of a computer” when one “[k]nowingly obtains the use of, or accesses, a computer system, or any part thereof, without the consent of the owner” (S.D. Codified Laws Ann. § 43-43B-1).

Unauthorized access provisions begin with an act of trespass and become more serious, depending on the results of the intrusion. Unauthorized use, however, though it applies to all outside intruders, also covers the actions of insiders, authorized personnel who use access privileges in unauthorized ways.

Whether a legislative body chooses to attach identical penalties to the functional equivalent of a burglar and an embezzler is, of course, a decision well within its province, and different legislative bodies have addressed this issue differently. Congress, for example, decided that policy differences do support differentiating between these two classes of individuals, at least for certain types of prohibited acts. Under § 1030(a)(3) of Title 18, it is a misdemeanor for a government employee working in one government agency to trespass in a computer belonging to another government agency, but exceeding authorized access with regard to a computer in an employee’s own agency is not criminal. Congress took the view that administrative sanctions are more appropriate than criminal punishment in such cases.

Some states might make very different policy choices over how those with access privileges should be treated under criminal law, and thus it would appear quite natural for states to devise two separate but related tracks of computer-related legislation. One track might be aimed solely at outsiders (it would rely on the unauthorized access predicate), and another might aim at insiders (it would rely on the unauthorized use predicate). That outsiders can properly be charged under both branches simultaneously should not raise concern because this fact merely reflects the belief that an uninvited person who trespasses to do harm is more contemptible than an invited person who abuses his or her access privileges to commit a similar harm.

Today, approximately 40 states have laws that make the unauthorized access to or use of a computer a criminal offense. Many of these schemes maintain as a threshold that an unauthorized access or an unauthorized use of a specifically defined environment occurs, and then varying levels of accountability are attached to the resulting harm. The mere act of trespass often remains a misdemeanor offense, but the crime reaches felony level if theft or damage results, thus incorporating concerns regarding the integrity of information.

The Arkansas Code Ann. § 5-41-104(a), for example, prohibits computer trespass and applies to anyone who “intentionally and without authorization, accesses, alters, deletes, damages, destroys, or disrupts any computer, computer system, computer network, computer program, or data.” The Arkansas code rates three classes of misdemeanors: (1) first offenders who do no damage, (2) first offenders whose damage is less than $500 or a subsequent offender whose actions result in no damage, or (3) cases in which the damage is at least $500 but less than $2,500. A trespass causing loss or damage equal to or in excess of $2,500 is a class D felony.

Some schemes define the severity of harm in terms of the dollar value of resulting damage to hardware or data, the value of data taken or compromised, or the value of the property that was the object of a related scheme to defraud. Other schemes may attempt to estimate the value of intangible information by its type or by the nature of the computer system from which it came. Still others treat as determining factors the mental state that accompanied or followed from the act of unauthorized access or unauthorized use. Such is the case with laws that prohibit, for example, unauthorized access or use of a computer with an intent to defraud. For example, the Virginia Code Ann. § 18.2-152.4 says that someone commits computer trespass when he or she uses a “computer or computer network without authority and with intent to ...remove computer data, programs, or software...cause a computer to malfunction... [or] alter or erase any computer data.” Under many such laws, the prosecuting authority need not show that the fraud scheme succeeded, for it is obtaining access with the requisite mental state that is the act proscribed as criminal.

One problem, of course, is that legislation prohibiting unauthorized access or use necessarily suffers from having to define exhaustively yet clearly what it is that cannot be accessed or used. Thus, laws drawn to prohibit unauthorized access must define the term computer and its related components with sufficient particularity to place an individual on notice as to what behavior is prohibited, that is, what environment cannot be so accessed or used. It must do so, however, in a manner that is sufficiently broad and adaptable that the statute will not be rendered obsolete by rapid technological change. Definitions drawn too narrowly or that find themselves too closely tied to prevailing technology may soon be incapable of reaching abuses of systems or devices otherwise plainly within the spirit, if not the letter, of legislative enactments. Definitions drawn too broadly may criminalize innocuous conduct and may be struck down by the courts as unconstitutionally vague. Legislators who focus on how technologies are used can avoid these two problems. 

Laws Prohibiting Information Abuse
There is also a difference between focusing legislation on the computers themselves and focusing on the information they contain. As Donn Parker has noted, it may well be that “[l]ooking back, we wouldn’t classify crimes by computer, but would classify such acts instead as information crimes.” (Carol C. McCall, “Computer Crime Statues: Are They Bridging the Gap Between Law and Technology?” 11 Criminal Justice Journal (1988). The author continued: “According to Parker, the focus of legislation should be on the nature of the asset subject to loss, rather than on the technology which is rapidly subject to obsolescence and requires repeated amendment.”) Indeed, some states have ventured to proscribe information abuse as a crime independent of the circumstances surrounding the manner of its commission. 

The merger of these two distinct entities — computers and information — is perhaps natural, because for many individuals a computer is a tangible representation of the intangible information stored therein. Because computers were the most recognizable devices known to trade information, proscribing conduct with regard to computers preserved the confidentiality, integrity, and availability of the information they contain.

Laws that were drawn to incidentally, rather than directly, safeguard information are being rendered increasingly incapable of doing so because the information society really wants to protect can be accessed, and thus abused, by more devices than the computer. Personalized, digitized information can be accessed by telephone and by various modes of cable, satellite, and cellular channels of communication in ways that may — but may not — entail use of what laws have come to recognize as a computer.

Few can dispute that there is considerable value in the exclusivity of information. That a theft of information may not deprive the original owner of his or her copy does not change the fact that its value may have been lessened by the owner’s loss of control or by subsequent disclosure of the information. Increasingly, therefore, state legislatures are devising new means of directly protecting valued information from abuse, misuse, or disclosure. A number of states are acting in accord with legislative determinations that certain types of information command enhanced protection. Such sentiments led directly to the passage of trade secret protections in more than thirty states. It is also likely, with new and justifiable concerns over privacy in the workplace and confidentiality of computerized information, that laws will be designed to protect that information as well.

The Problem of Intrusive Code
The task of drafting adequate legislation is further compounded by the problem of intrusive code. The introduction of a computer virus, worm, or other destructive series of instructions might not necessarily occur through conventional access channels protected by early legislation. Thus, protection of offenses involving the introduction of intrusive code might prove difficult within legal frameworks designed to address either unauthorized access or unauthorized use, absent specialized provisions. The introduction of a computer virus does not necessarily require that the offender ever access or use a computer; instead, the computer may be accessed and infected by an unwitting user who transmits the virus from a contaminated disk.

Nor is it always effective to focus on the harm done to information, because precautions often prevent intrusive code from achieving what might have been its desired effect. Diligent anti-viral procedures put in place by potential victims should not provide an offender a way of sidestepping criminal liability. Such realizations have led some states to pass specialized criminal provisions aimed at preventing harm caused by intrusive code.

Although 49 state statutory schemes protect against computer abuses, a far smaller number attack the types of abuses arising from intrusive code, whether in the form of a virus, worm, or some similar construct. Still, in 1989 alone, the states of California, Illinois, Maine, Minnesota, and Texas enacted statues specifically aimed at computer viruses, and other states have since followed suit.

The states have adopted some novel approaches. Illinois includes within its definition of computer tampering anyone who knowingly and without authorization inserts or attempts to insert a “program” into a computer or computer program knowing or having reason to believe that it will or may damage, alter, or delete programs or data from or cause loss to users of that computer or a computer subsequently accessing or being accessed by it (Ill. Rev. Stat. Ann. ch. 38 para. 16D-3(4)). Texas makes it an offense for a person to “intentionally or knowingly and without authorization... insert or introduce a computer virus into a computer program, computer network, or computer system” (Tex. Penal Code Ann. § 33.03(a)(6)). (One astute commentator observed that the Texas statute’s definition of virus may be too restrictive to be widely effective. The statute defines computer virus as an unwanted program or set of instructions “specifically constructed with the ability to replicate itself...by attaching a copy of the unwanted program... to one or more computer programs or files.” Although technically correct, only litigation will determine whether the statute successfully prohibits the introduction of other forms of intrusive code, such as worms or Trojan horses.) Without requiring some specific intent to cause damage or harm, such a provision may prove difficult to enforce in light of the projected emergence of software agents and other forms of good viruses. (A related problem is tied to the difficulty of drafting a legal proscription capable of reaching a computer virus, but that does not consider the software vendors who release defective software as guilty. One expert has recommended that criminal laws focus on the intent of programmers.) Maine may well have foreseen and overcome such a problem with its requirement that the actor must “[i]ntentionally or knowingly introduce or allow the introduction of a computer virus into any computer resource, having no reasonable ground to believe that the person has a right to do so.” (Nebraska makes it a felony for someone to access or cause to be accessed a computer without authorization, or knowingly and intentionally to exceed authorized access and then distribute “a destructive computer program with intent to damage or destroy any computer, computer system, computer network, or computer software.” Considering the preliminary access requirement, however, it is questionable whether this specialized anti-virus provision serves any more of a purpose than the more conventional access-plus-damage provisions. 

California has passed what is likely the most comprehensive anti-virus legislation in the country. That provision broadly defines computer contaminant to include “any set of computer instructions that are designed to modify, damage, destroy, record, or transmit information within a computer, computer system, or computer network without the intent or permission of the owner of the information.” (Cal. Penal Code § 502(b)(10). The definition expressly includes, but does not limit itself to, what are commonly called viruses or worms.) A subsequent provision makes it an offense to “knowingly introduce any computer contaminant into any computer, computer system, or computer network” (§ 502(c)(8)). A first offense that does not result in damage gives rise to a fine not to exceed $250. A second offense, or one which causes victim expenditures of $5,000 or less, may compel a term of imprisonment of up to one year or a fine not to exceed $5,000. For offenses that cause victim expenditures in excess of $5,000, the court may impose imprisonment for up to three years and fines not to exceed $10,000. (§ 502(d)(3)). 

Effective Protection from Multiple Approaches
A comprehensive computer crime response may prohibit unauthorized access (to cover outsiders), unauthorized use (to cover outsiders and insiders), and the insertion of malicious programming code. Indeed, the varied types of harms to be addressed call for such a multifaceted response, and some states are in fact taking just such an approach. Florida’s comprehensive scheme sets forth separate statutory sections enumerating “[o]ffenses against intellectual property,” “[o]ffenses against computer equipment or supplies,” and “[o]ffenses against computer users” (Fla. Stat. §§ 815.04, 815.05, 815.06). Offenses against intellectual property do not depend on an access threshold; this information is directly protected from modification, destruction, or unlawful disclosure. Similar coverage is available under the laws of Louisiana, Mississippi, Missouri, and Wyoming.

California, in its comprehensive approach, maintains a number of specialized provisions aimed at protecting a variety of interests. Some are predicated on an act of knowing, unauthorized access, such as those that prohibit alteration, damage, or deletion of hardware or data from the defined protected environment. Other provisions bypass the access or use threshold to directly reach those who, knowingly, and without permission, disrupt computer services to authorized users, provide a means of accessing a computer in violation of the section, or knowingly introduce computer contaminants. Still another provision reaches knowing use, without permission, of computer services. Ohio, for example, takes a novel approach with several provisions that define what constitutes “[u]nauthorized use of property,” including use or operation of “the property of another” without consent (Ohio Rev. Code Ann. § 2913.04) and “[t]ampering with records,” which prohibit among other things, the falsification, destruction, removal, concealment or mutilation of software or data ( Id. § 2913.42). 

SUMMARY
Laws prohibiting computer-related offenses are evolving and must continue to do so to keep pace with rapidly developing technology. Congress — in passing, amending, and considering additional amendments to the Computer Fraud and Abuse Act — has expressed its concern for the security of computers and the integrity of the information they contain. Along with more conventional statutes aimed at prohibiting wire fraud, illegal interceptions of wire and electronic communications, and unlawful access to or disclosure of stored electronic communications, the act provides an effective means of protecting computers deemed to be in the federal interest.

However, federal laws are not the only recourse for victims of computer-related offenses. State enactments are often conceptually broader and are more frequently amended to address specific areas of difficulty. State laws may proscribe unauthorized access to or use of a specified protected environment, or they may enumerate offenses arising from the introduction of intrusive code. Some states seek to provide complete coverage of computer-related offenses by concurrently maintaining more than one type of protection.

These protections can achieve maximum effectiveness, however, only when those victimized by computer-related offenses report significant violations and offer cooperation to local, state, and federal law enforcement authorities. Adequate solutions to computer security problems can be achieved, in part, through the enactment and enforcement of computer crime legislation and with the development of increasingly effective means of investigating and prosecuting cases under these laws.



Note
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Incidents of computer-related crime and telecommunications fraud have increased dramatically over the past decade. However, because of the esoteric nature of this crime, there have been very few prosecutions and even fewer convictions. The new technology that has allowed for the advancement and automation of many business processes has also opened the door to many new forms of computer abuse. Although some of these system attacks merely use contemporary methods to commit older, more familiar types of crime, others involve the use of completely new forms of criminal activity that evolved along with the technology.

Computer crime investigation and computer forensics are also evolving sciences that are affected by many external factors, such as continued advancements in technology, societal issues, and legal issues. Many gray areas need to be sorted out and tested through the courts. Until then, the system attackers will have an advantage, and computer abuse will continue to increase. Computer security practitioners must be aware of the myriad technological and legal issues that affect systems and users, including issues dealing with investigations and enforcement. This chapter covers each area of computer crime investigation and computer forensics.

COMPUTER CRIME DEFINED
According to the American Heritage Dictionary, a crime is any act committed or omitted in violation of the law. This definition causes a perplexing problem for law enforcement when dealing with computer-related crime, because much of today’s computer-related crime is without violation of any formal law. This may seem to be a contradictory statement, but traditional criminal statutes in most states have only been modified over the years to reflect the theories of modern criminal justice. These laws generally envision applications to situations involving traditional types of criminal activity, such as burglary, larceny, and fraud. Unfortunately, the modern criminal has kept apace with the vast advancements in technology and has found ways to apply such innovations as the computer to his criminal ventures. Unknowingly and probably unintentionally, he or she has also revealed the difficulties in applying older traditional laws to situations involving computer-related crimes. 

In 1979, the Department of Justice established a definition for computer crime, stating that a computer crime is any illegal act for which knowledge of computer technology is essential for its perpetration, investigation, or prosecution. This definition was too broad and has since been further refined by new or modified state and federal criminal statutes.

Criminal Law
Criminal law identifies a crime as being a wrong against society. Even if an individual is victimized, under the law society is the victim. A conviction under criminal law normally results in a jail term or probation for the defendant. It could also result in a financial award to the victim as restitution for the crime. The main purpose of prosecuting under criminal law is punishment for the offender. This punishment is also meant to serve as a deterrent against future crime. The deterrent aspect of punishment only works if the punishment is severe enough to discourage further criminal activity. This is certainly not the case in the United States, where very few computer criminals ever go to jail. In other areas of the world, very strong deterrents exist. For example, in China in 1995, a computer hacker was executed after being found guilty of embezzling $200,000 from a national bank. This certainly will have a dissuading value for other hackers in China.

To be found guilty of a criminal offense under criminal law the jury must believe, beyond a reasonable doubt, that the offender is guilty of the offense. The lack of technical expertise, combined with the many confusing questions posed by the defense attorney, may cause doubt for many jury members, thus rendering a not guilty decision. The only short-term solution to this problem is to provide simple testimony in laymen’s terms and to use demonstrative evidence whenever possible. Even with this, it will be difficult for many juries to return a guilty verdict.

Criminal conduct is broken down into two classifications depending on severity. A felony is the more serious of the two, normally resulting in a jail term of more than one year. Misdemeanors are normally punishable by a fine or a jail sentence of less than a year. It is important to understand that to deter future attacks, stricter sentencing must be sought, which only occurs under the felonious classification. The type of attack or the total dollar loss has a direct relationship to the crime classification.

Criminal law falls under two main jurisdictions: federal and state. Although there is a plethora of federal and state statutes that may be used against traditional criminal offenses, and even though many of these same statutes may be applied to computer-related crimes with some measure of success, it is clear that many cases fail to reach prosecution or fail to result in conviction because of the gaps that exists in the federal criminal code and the individual state criminal statutes.

Because of this, almost every state, along with the federal government, have adopted new laws specific to computer-related abuses. These new laws, which have been redefined over the years to keep abreast of the constant changes in the technological forum, have been subjected to an ample amount of scrutiny due to many social issues that have been affected by the proliferation of computers in society. Some of these issues, such as privacy, copyright infringement, and software ownership, are yet to be resolved. More changes to the current collection of laws can be expected. Some of the computer-related crimes that are addressed by the new state and federal laws are:

•  Unauthorized access. 

•  Exceed authorized access. 

•  Intellectual property theft or misuse of information. 

•  Pornography. 

•  Theft of services. 

•  Forgery. 

•  Property theft (e.g., computer hardware and chips). 

•  Invasion of privacy. 

•  Denial of services. 

•  Computer fraud. 

•  Viruses. 

•  Sabotage (i.e., data alteration or malicious destruction). 

•  Extortion. 

•  Embezzlement. 

•  Espionage. 

•  Terrorism. 

All but one state, Vermont, have created or amended laws specifically to deal with computer-related crime; 25 states have enacted specific computer crime statutes, and the other 24 states have merely amended their traditional criminal statutes to confront computer crime issues. Vermont has announced legislation under Bill H.0555 that deals with the theft of computer services. The elements of proof, which define the basis of the criminal activity, vary from state to state. Security practitioners should be fully cognizant of their state laws, specifically the elements of proof. In addition, traditional criminal statutes, such as theft, fraud, extortion, and embezzlement, can still be used to prosecute computer crime.

Just as there has been abundant new legislation at the state level, there have also been many new federal policies, such as the Electronic Communications Privacy Act and the Computer Fraud and Abuse Act of 1986. They have been established to deal precisely with computer and telecommunications abuses at the federal level. Moreover, many modifications and updates have been made to the Federal Criminal Code, Section 1030, to deal with a variety of computer-related abuses. Even though these new laws have been adopted for use in the prosecution of a computer-related offense, some of the older, proven federal laws discussed later in this chapter offer a simpler case to present to judges and juries: 

•  Wire fraud. 

•  Mail fraud. 

•  Interstate transportation of stolen property. 

•  Racketeer influenced and corrupt organizations (RICO). 

Civil Law
Civil law (or tort law) identifies a tort as a wrong against an individual or business which normally results in damage or loss to that individual or business. The major differences between criminal and civil law is the type of punishment and the level of proof required to obtain a guilty verdict. There is no jail sentence under the civil law system. Victims may receive financial or injunctive relief as restitution for their loss. An injunction against the offender will attempt to thwart any further loss to the victim. In addition, a violation of the injunction may result in a contempt of court order, which places the offender in jeopardy of going to jail. The main purpose of seeking civil remedy is for financial restitution, which can be awarded as follows:

•  Compensatory damages. 

•  Punitive damages. 

•  Statutory damages. 

In a civil action, if there is no culpability on the part of the victim, the victim may be entitled to compensatory (i.e., restitution) and punitive damages. Compensatory damages are actual damages to the victim and include attorney fees, lost profits, and investigation costs. Punitive damages are damages set by the jury with the intent to punish the offender. Even if the victim is partially culpable, an award may be made on the victim’s behalf, but may be lessened due to the victim’s culpable negligence. Statutory damages are damages determined by law. Mere violation of the law entitles the victim to a statutory award.

Civil cases are much easier to convict under because the burden of proof required for the conviction is much less. To be found guilty of a civil wrong, the jury must believe, based only on the preponderance of the evidence, that the offender is guilty of the offense. It is much easier to show that the majority (i.e., 51%) of the evidence is pointing to the defendant’s guilt.

Finally, just as a search warrant is used by law enforcement as a tool in the criminal investigation, the court can issue an impoundment order, which is a court order to take back the property in question. The investigator should also keep in mind that the criminal and civil case can take place simultaneously, thus allowing items seized during the execution of the search warrant to be used in the civil case.

Insurance
An insurance policy is generally part of an organization’s overall risk mitigation or management plan. The policy transfers the risk of loss to the insurance company in return for an acceptable level of loss (i.e., the insurance premium). Because many computer-related assets (i.e., software and hardware) account for the majority of an organization’s net worth, they must be protected by insurance. If there is a loss to any of these assets, the insurance company is usually required to pay out on the policy. An important factor is the principle of culpable negligence. This places part of the liability on the victim if the victim fails to follow a “standard of due care” in the protection of its assets. If a victim organization is held to be culpably negligent, the insurance company may be required to pay only a portion of the loss.

RULES OF EVIDENCE
Before delving into the investigative process and computer forensics, it is essential that the investigator have a thorough understanding of the Rules of Evidence. The submission of evidence in any type of legal proceeding generally amounts to a significant challenge, but when computers are involved, the problems are intensified. Special knowledge is needed to locate and collect evidence and special care is required to preserve and transport the evidence. Evidence in a computer crime case may differ from traditional forms of evidence inasmuch as most computer-related evidence is intangible — in the form of an electronic pulse or magnetic charge.

Before evidence can be presented in a case, it must be competent, relevant, and material to the issue, and it must be presented in compliance with the rules of evidence. Anything that tends to prove directly or indirectly that a person may be responsible for the commission of a criminal offense may be legally presented against him. Proof may include the oral testimony of witnesses or the introduction of physical or documentary evidence.

By definition, evidence is any species of proof or probative matter, legally presented at the trail of an issue, by the act of the parties and through the medium of witnesses, records, documents, and objects for the purpose of inducing belief in the minds of the court and jurors as to their contention. In short, evidence is anything offered in court to prove the truth or falsity of a fact in issue. This section describes each of the Rules of Evidence as it relates to computer crime investigations.

Types of Evidence
Many types of evidence exist that can be offered in court to prove the truth or falsity of a given fact. The most common forms of evidence are direct, real, documentary, and demonstrative. Direct evidence is oral testimony, whereby the knowledge is obtained from any of the witness’s five senses and is in itself proof or disproof of a fact in issue. Direct evidence is called to prove a specific act (e.g., an eyewitness statement).

Real evidence, also known as associative or physical evidence, is made up of tangible objects that prove or disprove guilt.

Physical evidence includes such things as tools used in the crime, fruits of the crime, or perishable evidence capable of reproduction. The purpose of the physical evidence is to link the suspect to the scene of the crime. It is the evidence that has material existence and can be presented to the view of the court and jury for consideration.

Documentary evidence is evidence presented to the court in the form of business records, manuals, and printouts, for example. Much of the evidence submitted in a computer crime case is documentary evidence.

Finally, demonstrative evidence is evidence used to aid the jury. It may be in the form of a model, experiment, chart, or an illustration offered as proof.

When seizing evidence from a computer-related crime, the investigator should collect any and all physical evidence, such as the computer, peripherals, notepads, or documentation, in addition to computer-generated evidence. Four types of computer-generated evidence are

•  Visual output on the monitor. 

•  Printed evidence on a printer. 

•  Printed evidence on a plotter. 

•  Film recorder (i.e., a magnetic representation on disk and optical representation on CD). 

A legal factor of computer-generated evidence is that it is considered hearsay. The magnetic charge of the disk or the electronic bit value in memory, which represents the data, is the actual, original evidence. The computer-generated evidence is merely a representation of the original evidence; but in Rosenberg v. Collins, the court held that if the computer output is used in the regular course of business, the evidence shall be admitted. 

Best Evidence Rule
The best evidence rule, which had been established to deter any alteration of evidence, either intentionally or unintentionally, states that the court prefers the original evidence at the trial rather than a copy, but will accept a duplicate under these conditions:

•  The original was lost or destroyed by fire, flood, or other acts of God. This has included such things as careless employees or cleaning staff. 

•  The original was destroyed in the normal course of business. 

•  The original is in possession of a third party who is beyond the court’s subpoena power. 

This rule has been relaxed to allow duplicates unless there is a genuine question as to the original’s authenticity, or admission of the duplicate would, under the circumstances, be unfair.

Exclusionary Rule
Evidence must be gathered by law enforcement in accordance with court guidelines governing search and seizure or it will be excluded as set in the Fourth Amendment. Any evidence collected in violation of the Fourth Amendment is considered to be “Fruit of the Poisonous Tree,” and will not be admissible. Furthermore, any evidence identified and gathered as a result of the initial inadmissible evidence will also be held to be inadmissible. Evidence may also be excluded for other reasons, such as violations of the Electronic Communications Privacy Act (ECPA) or violations related to provisions of Chapters 2500 and 2700 of Title 18 of the United States Penal Code. 

Private citizens are not subject to the Fourth Amendment’s guidelines on search and seizure, but are exposed to potential exclusions for violations of the ECPA or Privacy Act. Therefore, internal investigators, private investigators, and CERT team members should take caution when conducting any internal search, even on company computers. For example, if there is no policy explicitly stating the company’s right to electronically monitor network traffic on company systems, internal investigators would be well advised not to set up a sniffer on the network to monitor such traffic. To do so may be a violation of the ECPA. 

Hearsay Rule
Hearsay is secondhand evidence: evidence that is not gathered from the personal knowledge of the witness but from another source. Its value depends on the veracity and competence of the source. Under the federal Rules of Evidence, all business records, including computer records, are considered hearsay, because there is no firsthand proof that they are accurate, reliable, and trustworthy. In general, hearsay evidence is not admissible in court. However, there are some well-established exceptions (e.g., Rule 803) to the hearsay rule for business records.

Business Record Exemption to the Hearsay Rule
Federal Rules of Evidence 803(6) allow a court to admit a report or other business document made at or near the time by or from information transmitted by a person with knowledge, if kept in the course of regularly conducted business activity, and if it was the regular practice of that business activity to make the [report or document], all as shown by testimony of the custodian or other qualified witness, unless the source of information or the method or circumstances of preparation indicate lack of trustworthiness. 

To meet Rule 803(6) the witness must:

•  Have custody of the records in question on a regular basis. 

•  Rely on those records in the regular course of business. 

•  Know that they were prepared in the regular course of business. 

Audit trails meet the criteria if they are produced in the normal course of business. The process to produce the output will have to be proven to be reliable. If computer-generated evidence is used and admissible, the court may order disclosure of the details of the computer, logs, and maintenance records in respect to the system generating the printout, and then the defense may use that material to attack the reliability of the evidence. If the audit trails are not used or reviewed — at least the exceptions (e.g., failed log-on attempts) — in the regular course of business, they do not meet the criteria for admissibility.

Federal Rules of Evidence 1001(3) provide another exception to the hearsay rule. This rule allows a memory or disk dump to be admitted as evidence, even though it is not done in the regular course of business. This dump merely acts as statement of fact. System dumps (in binary or hexadecimal) are not hearsay because they are not being offered to prove the truth of the contents, but only the state of the computer. 

Chain of Evidence: Custody
Once evidence is seized, the next step is provide for its accountability and protection. The chain of evidence, which provides a means of accountability, must be adhered to by law enforcement when conducting any type of criminal investigation, including a computer crime investigation. It helps to minimize the instances of tampering. The chain of evidence must account for all persons who handled or who had access to the evidence in question.

The chain of evidence shows:

•  Who obtained the evidence. 

•  Who secured the evidence. 

•  Who had control or possession of the evidence. 

It may be necessary to have anyone associated with the evidence testify at trial. Private citizens are not required to maintain the same level of control of the evidence as law enforcement, although they are well advised to do so. Should an internal investigation result in the discovery and collection of computer-related evidence, the investigation team should follow the same, detailed chain of evidence as required by law enforcement. This will help to dispel any objection by the defense that the evidence is unreliable, should the case go to court.

Admissibility of Evidence
The admissibility of computer-generated evidence is, at best, a moving target. Computer-generated evidence is always suspect, because the ease of which it can be tampered with, usually without a trace. Precautionary measures must be taken to ensure that computer-generated evidence has not been tampered with, erased, or added to. To ensure that only relevant and reliable evidence is entered into the proceedings, the judicial system has adopted the concept of admissibility:

•  Relevancy of evidence: evidence tending to prove or disprove a material fact. All evidence in court must be relevant and material to the case. 

•  Reliability of evidence: the evidence and the process to produce the evidence must be proven to be reliable. This is one of the most critical aspects of computer-generated evidence. 

Once computer-generated evidence meets the business record exemption to the hearsay rule, is not excluded for some technicality or violation and follows the chain of custody, it is held to be admissible. The defense will attack both the relevancy and reliability of the evidence, so that great care should be taken to protect both.

Evidence Life Cycle
The evidence life cycle starts with the discovery and collection of the evidence. It progresses through the following series of states until it is finally returned to the victim or owner:

•  Collection and identification. 

•  Storage, preservation, and transportation. 

•  Presented in court. 

•  Returned to the victim (i.e., the owner). 

Collection and Identification
As the evidence is obtained or collected, it must be properly marked so that it can be identified as being that particular piece of evidence gathered at the scene. The collection must be recorded in a log book identifying that particular piece of evidence, the person who discovered it, and the date, time, and location discovered. The location should be specific enough for later recollection in court. When marking evidence, these guidelines should be followed:

•  The actual piece of evidence should be marked if it will not damage the evidence by writing or scribing initials, the date, and the case number if known. This evidence should be sealed in an appropriate container, then the container should be marked by writing or scribing initials, the date, and the case number, if known. 

•  If the actual piece of evidence cannot be marked, the evidence should be sealed in an appropriate container and then that container marked by writing or scribing initials, the date, and the case number, if known. 

•  The container should be sealed with evidence tape and the marking should write over the tape, so that if the seal is broken it can be noticed. 

When marking glass or metal, a diamond scriber should be used. For all other objects, a felt-tip pen with indelible ink is recommended. Depending on the nature of the crime, the investigator may wish to preserve latent fingerprints. If so, static-free nitride gloves should be used if working with computer components, instead of standard latex gloves.

Storage, Preservation, and Transportation
All evidence must packed and preserved to prevent contamination. It should be protected against heat, extreme cold, humidity, water, magnetic fields, and vibration. The evidence must be protected for future use in court and for return to the original owner. If the evidence is not properly protected, the person or agency responsible for the collection and storage of the evidence may be held liable for damages. Therefore, the proper packing materials should be used whenever possible.

Documents and disks (e.g., hard, floppy, and optical) should be seized and stored in appropriate containers to prevent their destruction. For example, hard disks should be packed in a static-free bag within a cardboard box with a foam container. It may be best to rely on the system administrator or a technical advisor on how to best protect a particular type of system, especially mini-systems or mainframes.

Finally, evidence should be transported to a location where it can be stored and locked. Sometimes, the systems are too large to transport, thus the forensic examination of the system may need to take place on site.

Evidence Presented in Court
Each piece of evidence that is used to prove or disprove a material fact must be presented in court. After the initial seizure, the evidence is stored until needed for trial. Each time the evidence is transported to and from the courthouse for the trial, it must be handled with the same care as with the original seizure. In addition, the chain of custody must continue to be followed. This process will continue until all testimony related to the evidence is completed. Once the trial is over, the evidence can be returned to the victim (i.e., owner).

Evidence Returned to Victim
The final destination of most types of evidence is back with its original owner. Some types of evidence, such as drugs or paraphernalia are destroyed after the trial. Any evidence gathered during a search, even though maintained by law enforcement, is legally under the control of the courts. Even though a seized item may be the victim’s and may even have the victim’s name on it, it may not be returned to the victim unless the suspect signs a release, or after a hearing by the court. However, many victims do not want to go to trial. They just want to get their property back.

Many investigations merely need the information on a disk to prove or disprove a fact in question, thus there is no need to seize the entire system. Once a schematic of the system is drawn or photographed, the hard disk can be removed and then transported to a forensic lab for copying. Mirror copies of the suspect disk are obtained by using forensic software and then one of those copies can be returned to the victim so that he or she can resume business operations.

CONDUCTING COMPUTER CRIME INVESTIGATION
The computer crime investigation should start immediately following the report of any alleged criminal activity. Many processes ranging from reporting and containment to analysis and eradication should be accomplished as soon as possible after the attack. An incident response plan should be formulated, and a Computer Emergency Response Team (CERT) should be organized before the attack. The incident response plan will help set the objective of the investigation and will identify each of the steps in the investigative process.

The use of a corporate CERT is invaluable. Due to the numerous complexities of any computer-related crime, it is extremely advantageous to have a single group that is acutely familiar with the incident response plan to call upon. The CERT team should be a technically astute group, knowledgeable in the area of legal investigations, the corporate security policy (especially the incident response plan), the severity levels of various attacks, and the company position on information dissemination and disclosure.

The incident response plan should be part of the overall corporate computer security policy. The plan should identify reporting requirements, severity levels, and guidelines to protect the crime scene and preserve evidence. The priorities of the investigation will vary from organization to organization, but the issues of containment and eradication are reasonably standard, which is to minimize any additional loss and resume business as quickly as possible.

Detection and Containment
Before any investigation can take place, the system intrusion or abusive conduct must first be detected. The closer the detection is to the actual intrusion not only helps to minimize system damage, but also assists in the identification of potential suspects.

To date, most computer crimes have either been detected by accident or through the laborious review of lengthy audit trails. Although audit trails can assist in providing user accountability, their detection value is somewhat diminished because of the amount of information that must be reviewed and because these reviews are always postincident. Accidental detection is usually made through the observation of increased resource utilization or inspection of suspicious activity. However, this is not effective due to the sporadic nature of this type of detection.

These types of reactive or passive detection schemes are no longer acceptable. Proactive and automated detection techniques must be instituted to minimize the amount of system damage in the wake of an attack. Real-time intrusion monitoring can help in the identification and apprehension of potential suspects, and automated filtering techniques can be used to make audit data more useful.

Once an incident is detected, it is essential to minimize the risk of any further loss. This may mean shutting down the system and reloading clean copies of the operating system and application programs. However, failure to contain a known situation (i.e., a system penetration) may result in increased liability for the victim organization. For example, if a company’s system has been compromised by an external attacker and the company failed to shut down the intruder, hoping to trace him or her, the company may be held liable for any additional harm caused by the attacker.

Report to Management
All incidents should be reported to management as soon as possible. Prompt internal reporting is imperative to collect and preserve potential evidence. It is important that information about the investigation be limited to as few people as possible. Information should be given on a need-to-know basis, which limits the possibility of the investigation being leaked. In addition, all communications related to the incident should be made through an out-of-band method to ensure that the intruder does not intercept any incident-related information. In other words, E-mail should not be used to discuss the investigation on a compromised system. Based on the type of crime and type of organization it may be necessary to notify:

•  Executive management. 

•  The information security department. 

•  The physical security department. 

•  The internal audit department. 

•  The legal department. 

The Preliminary Investigation
A preliminary internal investigation is necessary for all intrusions or attempted intrusions. At a minimum, the investigator must ascertain if a crime has occurred; and if so, he or she must identify the nature and extent of the abuse. It is important for the investigator to remember that the alleged attack or intrusion may not be a crime. Even it appears to be some form of criminal conduct, it could merely be an honest mistake. There is no quicker way to initiate a lawsuit than to mistakenly accuse an innocent person of criminal activity.

The preliminary investigation usually involves a review of the initial complaint, inspection of the alleged damage or abuse, witness interviews, and, finally, examination of the system logs. If during the preliminary investigation, it is determined that some alleged criminal activity has occurred, the investigator must address the basic elements of the crime to determine the chances of successfully prosecuting a suspect either civilly or criminally. Further, the investigator must identify the requirements of the investigation (i.e., the dollars and resources). If it is believed that a crime has been committed, neither the investigator nor any other company employees should confront or talk with the suspect. Doing so would only give the suspect the opportunity to hide or destroy evidence.

Determine if Disclosure Is Required
Determine if a disclosure is required or warranted due to laws or regulations. Disclosure may be required by law or regulation or may be required if the loss affects the corporation’s financial statement. Even if disclosure is not required, it is sometimes better to disclose the attack to possibly deter future attacks. This is especially true if the victim organization prosecutes criminally or civilly. Some of these attacks would probably result in disclosure:

•  A large financial loss by a public company. 

•  A bank fraud. 

•  An attack on a public safety systems (e.g., air traffic control). 

The Federal Sentencing Guidelines also require organizations to report criminal conduct. The stated goals of the commission were to “provide just punishment, adequate deterrence, and incentives for organizations to maintain internal mechanisms for preventing, detecting, and reporting criminal conduct.” The guidelines also state that organizations have a responsibility to “maintain internal mechanism for preventing, detecting, and reporting criminal conduct.” The Federal Sentencing Guidelines do not prevent an organization from conducting preliminary investigations to ascertain if, in fact, a crime has been committed.

Investigation Considerations
Once the preliminary investigation is complete and the victim organization has made a decision related to disclosure, the organization must decide on the next course of action. The victim organization may decide to do nothing, or it may attempt to eliminate the problem and just move on. Deciding to do nothing is not a very effective course of action, because the organization may be held culpably negligent should another attack or intrusion occur. The victim organization should at least attempt to eliminate the security hole that allowed the breach, even if it does not plan to bring the case to court. If the attack is internal, the organization may wish to conduct an investigation that might only result in the dismissal of the subject. If it decides to further investigate the incident, the organization must also determine if it is going to prosecute criminally or civilly, or merely conduct an investigation for insurance purposes. If an insurance claim is to be submitted, a police report is usually necessary.

When making the decision to prosecute a case, the victim must clearly understand the overall objective. If the victim is looking to make a point by punishing the attacker, a criminal action is warranted. This is one way in which to deter potential future attacks. If the victim is seeking financial restitution or injunctive relief, a civil action is appropriate. Keep in mind that a civil trial and criminal trial can happen concurrently. Information obtained during the criminal trial can be used as part of the civil trial.

The key is for the victim organization to know what it wants to do at the outset, so all activity can be coordinated. The evidence, or lack thereof, may also hinder the decision to prosecute. Evidence is a significant problem in any legal proceeding, but the problems are compounded when computers are involved. Special knowledge is needed to locate and collect the evidence, and special care is required to preserve the evidence.

There are many factors to consider when deciding on whether to further investigate an alleged computer crime. For many organizations, the primary consideration is the cost associated with an investigation. The next consideration is probably the effect on operations or the effect on business reputation. The victim organization must answer these questions:

•  Will productivity be stifled by the inquiry process? 

•  Will the compromised system have to be shut down to conduct an examination of the evidence or crime scene? 

•  Will any of the system components be held as evidence? 

•  Will proprietary data be subject to disclosure? 

•  Will there be any increased exposure for failing to meet a “standard of due care”? 

•  Will there be any potential adverse publicity related to the loss? 

•  Will a disclosure invite other perpetrators to commit similar acts, or will an investigation and subsequent prosecution deter future attacks? 

The answers to these questions may have an effect on who is called in to conduct the investigation. Furthermore, these objectives must be addressed early on, so that the proper authorities can be notified if required. Prosecuting an alleged criminal offense is a time-consuming task. Law enforcement and the prosecutor expect a commitment of time and resources for:

•  Interviews to prepare crime reports and search warrant affidavits. 

•  Engineers or computer programmers to accompany law enforcement on search warrants. 

•  Assistance of the victim company to identify and describe documents, source code, and other found evidence. 

•  A company expert who may be needed for explanations and assistance during the trial. 

•  Documents which may need to be provided to the defendant’s attorney for discovery. They may ask for more than the organization may want to provide. The plaintiff’s (i.e., victim’s organization) attorney will have to argue against broad-ranging discovery. Defendants are entitled to seek evidence that they need for their defense. 

•  Company employees will more than likely be subpoenaed to testify. 

Who Should Conduct the Investigation?
Based on the type of investigation (i.e., civil, criminal, or insurance) and extent of the abuse, the victim must decide who is to conduct the investigation. This used to be a straightforward decision, but high-technology crime has altered the decision-making process. Inadequate and untested laws, combined with the lack of technical training and technical understanding, has severely hampered the effectiveness of the criminal justice system when dealing with computer-related crimes.

In the past, society would adapt to change, usually at the same rate of that change. Today, this is no longer true. The information age has ushered in dramatic technological changes and achievements, which continue to evolve at exponential rates. The creation, the computer, is being used to create new technologies or advance existing ones. This cycle means that changes in technology will continue to occur at an increasing pace. What effect does this have on the system of law? How new laws will be established must be examined. The process must be adapted to account for the excessive rate of change. While this is taking place, if an investigation is launched, the victim must choose from these options:

•  Conduct an internal investigation. 

•  Bring in external private consultants or investigators. 

•  Bring in local, state, or federal law enforcement officials. 

Exhibit 1 identifies each of these tradeoffs. Law enforcement officers have greater search and investigative capabilities than private individuals, but they also have more restrictions than private citizens. For law enforcement to conduct a search, a warrant must first be issued. Issuance of the search warrant is based on probable cause (i.e., reason to believe the something is true). Once probable cause has been identified, law enforcement officers have the ability to execute search warrants, subpoenas, and wire taps. The warrant process was formed to protect the rights of the people. The Fourth Amendment established:
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The right of the people to be secure in their persons, houses, papers, and effects, against unreasonable searches and seizures, shall not be violated, and no Warrants shall issue, but upon probable cause, supported by oath or affirmation, and particularly describing the place to be searched, and the persons or things to be seized.

There are certain exceptions to this. The “exigent circumstances” doctrine allows for a warrantless seizure, by law enforcement, when the destruction of evidence is impending. In United States v. David the court held that “When destruction of evidence is imminent, a warrantless seizure of that evidence is justified if there is probable cause to believe that the item seized constitutes evidence of criminal activity.” 

Internal investigators (i.e., nongovernment) or private investigators, acting as private citizens, have much more latitude in conducting a warrantless search, due to a ruling by the Supreme Court in Burdeau v. McDowell . In this case, the Court held that evidence obtained in a warrantless search could be presented to a grand jury by a government prosecutor, because there was no unconstitutional government search and hence no violation of the Fourth Amendment. 

Normally, a private party or citizen is not subject to the rules or laws governing search and seizure, but a private citizen becomes a police agent, and the Fourth Amendment applies, when:

•  The private party performs a search for which the government would need a search warrant to conduct. 

•  The private party performs that search to assist the government, as opposed to furthering its own interest. 

•  The government is aware of that party’s conduct and does not object to it. 

The purpose of this doctrine is to eliminate the opportunity for government to circumvent the warrant process by eliciting the help of a private citizen. If a situation required law enforcement to obtain a warrant, due to the subject’s expectations of privacy, and the government knowingly allowed a private party to conduct a search to disclose evidence, the court would probably rule that the private citizen acted as a police agent. A victim acting to protect his or her property by assisting police to prevent or detect a crime does not become a police agent.

The largest issues affecting the decision on what to bring in (in order of priority) are information dissemination, investigative control, cost, and the associated legal issues. Once an incident is reported to law enforcement, information dissemination becomes uncontrolled. The same holds true for investigative control. Law enforcement controls the entire investigation, from beginning to end. This does not always have a negative effect, but the victim organization may have a different set of priorities.

Cost is always a concern, and the investigation costs only add to the loss initially sustained by the attack or abuse. Even law enforcement agencies, which are normally considered “free,” add to the costs because of the technical assistance that they require during the investigation.

Another area that affects law enforcement is jurisdiction. Jurisdiction is the geographic area where the crime had been committed and any portion of the surrounding area over or through which the suspect passed, en route to or going away from the actual scene of the crime. Any portion of this area adjacent to the actual scene over which the suspect, or the victim, might have passed, and where evidence might be found, is considered part of the crime scene. When a system is attacked remotely, where did the crime occur? Most courts submit that the crime scene is the victim’s location. What about “en route to”? Does this suggest that the crime scene also encompasses the telecommunication’s path used by the attacker? If so, and a theft occurred, is this interstate transport of stolen goods? There seem to be more questions than answers, but only through cases being presented in court can a precedence be set.

There are advantages and disadvantages for each of these groups previously identified. Internal investigators will know the victim’s systems the best, but may lack some of the legal and forensic training. Private investigators who specialize in high-technology crime also have a number of advantages, but usually result in higher costs. Private security practitioners and private investigators are also private businesses and may be more sensitive to business resumption than law enforcement.

If the victim organization decides to contact the local police department, the detective unit should be called directly. If 911 is called, a uniformed officer will arrive and possibly alert the attacker. Furthermore, the officer must create a report of the incident that will become part of a public log. Now, the chances for a discretionary dissemination of information and a covert investigation are gone. The victim organization should ask the detective to meet with it in plainclothes. When they arrive at the workplace, they should be announced as consultants. If it is appropriate for federal authorities to be present, the victim organization should inform the local authorities. Be aware that a local law enforcement agency may not be well equipped to handle high-tech crime. The majority of law enforcement agencies have limited budgets and place an emphasis on problems related to violent crime and drugs. Moreover, with technology changing so rapidly, most law enforcement officers lack the technical training to adequately investigate an alleged intrusion.

The same problems hold true for the prosecution and the judiciary. To prosecute a case successfully, both the prosecutor and the judge must have a reasonable understanding of high-technology laws and the crime in question, which is not always the case. Moreover, many of the current laws are woefully inadequate. Even though an action may be morally and ethically wrong, it is still possible that no law is violated (e.g., the LaMacchia case). Even when there is a law that has been violated, many of these laws remain untested and lack precedence. Because of this, many prosecutors are reluctant to prosecute high-technology crime cases. 

Many recent judicial decisions have indicated that judges are lenient towards the techno-criminal just as they are with other white-collar criminals. Furthermore, the lack of technical expertise may cause “doubt,” thus rendering “not guilty” decisions. Because many of the laws concerning computer crime are new and untested, many judges have a concern with setting precedence that may later be overturned in an appeal. Some of the defenses that have been used, and accepted by the judiciary, are

•  If an organization has no system security or lax system security, that organization is implying that no company concern exists. Thus, there should be no court concern. 

•  If a person is not informed that access is unauthorized, it can be used as a defense. 

•  If employees are not briefed and do not acknowledge understanding of policy and procedures, they can use it as a defense. 

The Investigative Process
As with any type of criminal investigation, the goal of the investigation is to know the who, what, when, where, why, and how. It is important that the investigator log all activity and account for all time spent on the investigation. The amount of time spent on the investigation has a direct effect on the total dollar loss for the incident, which may result in greater criminal charges and, possibly, stiffer sentencing. Finally, the money spent on investigative resources can be reimbursed as compensatory damages in a successful civil action.

Once the decision is made to further investigate the incident, the next course of action for the investigative team is to establish a detailed investigative plan, including the search and seizure plan. The plan should consist of an informal strategy that will be employed throughout the investigation, including the search and seizure:

•  Identify what type of system is to be seized. 

•  Identify the search and seizure team members. 

•  Determine if there is risk that the suspect will destroy evidence or cause greater losses. 

Identify the Type of System
It is imperative to learn as much as possible about the target computer systems. If possible, the investigator should obtain the configuration of the system, including the network environment (if any), hardware, and software. The following questions should be answered before the seizure:

•  Who are the system experts? They should be part of the team. 

•  Is a security system in place on the system? If so, what kind? Are passwords used? Can a root password be obtained? 

•  Where is the system located? Will simultaneous raids be required? 

•  What are the required media supplies to be obtained in advance of the operation? 

•  What law has been violated? Are there elements of proof? If yes, these should be the focus of the search and seizure. 

•  What is the probable cause? Is a warrant necessary? 

•  Will the analysis of the computer system be conducted on site, in the investigator’s office, or in a forensics lab? 

Identify the Search and Seizure Team Members
There are different rules for search and seizure based on who is conducting the search. Under the Fourth Amendment, law enforcement must obtain a warrant, which must be based on probable cause. In either case, a team should be identified and should consist of these members:

•  The lead investigator. 

•  The information security department. 

•  The legal department. 

•  Technical assistance — the system administrator as long as he or she is not a suspect. 

If a corporate CERT team is already organized, this process is already complete. A chain of command must be established, and who is to be in charge must be determined. This person is responsible for delegating assignments to each of the team members. A media liaison should be identified if the attack is to be disclosed, to control the flow of information to the media.

Obtaining and Serving Search Warrants
If it is believed that the suspect has crucial evidence at his or her home or office, a search warrant will be required to seize the evidence. If a search warrant is going to be needed, it should be done as quickly as possible before the intruder can do further damage. The investigator must establish that a crime has been committed and that the suspect is somehow involved in the criminal activity. He or she must also show why a search of the suspect’s home or office is required. The victim may be asked to accompany law enforcement when serving the warrant to identify property or programs.

If it is necessary to take documents when serving the search warrant, they should be copied onto a colored paper to prevent the defense from inferring that what might have been found was left by the person serving the warrant.

Is the System at Risk?
Before the execution of the plan, the investigative team should ascertain if the suspect, if known, is currently working on the system. If so, the team must be prepared to move swiftly, so that evidence is not destroyed. The investigator should determine if the computer is protected by any physical or logical access control systems and be prepared to respond to such systems. It should also be decided early, what will be done if the computer is on at the commencement of the seizure. The goal of this planning is to minimize any risk of evidence contamination or destruction.

Executing the Plan
The first step in executing the plan is to secure the scene, which includes securing the power, network servers, and telecommunications links. If the suspect is near the system, it may be necessary to physically remove him or her. It may be best to execute the search and seizure after normal business hours to avoid any physical confrontation. Keep in mind that even if a search is conducted after hours, the suspect may still have remote access to the system through a LAN-based modem connection, PC-based modem connection, or Internet connection.

The area should be entered slowly so as not to disturb or destroy evidence. The entire situation should be evaluated. In no other type of investigation can evidence be destroyed more quickly. The keyboard should not be touched, because this action may invoke a Trojan horse or some other rogue or malicious program. The computer should not be turned off unless it appears to be active (i.e., formatting the disk, deleting files, or initiating some I/O process). The disk activity light should be looked at, as well as listening for disk usage. If the computer must be turned off, the wall plug should be pulled, rather than using the On/Off switch. Notes, documentation, passwords, and encryption codes should be looked for. The following questions must be answered to control the scene effectively:

•  Is the computer system turned on? 

•  Is there a modem attached? If so, 

—  Are there internal modems? 

—  Are telephone lines connected to the computer? 

•  Is the system connected to a LAN? 

The investigator may wish to videotape the entire evidence collection process. There are two different opinions on this. The first is that if the search and seizure is videotaped, any mistakes can nullify the whole operation. The second opinion is that if the evidence collection process is videotaped, many of the claims by the defense can be silenced. In either case, investigators should be cautious about what is said if the audio is turned on.

The crime scene should be sketched and photographed before anything is touched. Sketches should be drawn to scale. Still photographs of critical pieces of evidence should be taken. At a minimum, the following should be captured:

•  The layout of desks and computers. 

•  The configuration of the all computers on the network. 

•  The configuration of the suspect computer. 

•  The suspect computer’s display. 

If the computer is on, the investigator should capture what is on the monitor. This can be accomplished by videotaping what is on the screen. The best way to do this, without getting the “scrolling effect” caused by the video refresh, is to use an NTSC adapter. Every monitor has a specific refresh rate (i.e., horizontal: 30–66 KHz, vertical: 50–90 Hz) that identifies how frequently the screen’s image is redrawn. It is this redrawing process that causes the videotaped image to appear as if the vertical hold is not properly adjusted. The NTSC adapter is connected between the monitor and monitor cable and directs the incoming signal into the camcorder directly. Still photos are a good idea too. A flash should not be used, because it can “white out” the image. Even if the computer is off, the monitor should be checked for burnt-in images. This does not happen as much with the new monitors, but it may still help in the discovery of evidence.

Once the investigator has reviewed and captured what is on the screen, he or she should pull the plug on the system. This is for PC-based systems only. Minisystems or mainframes must be logically powered down. A forensic analysis (i.e., a technical system review with a legal basis focused on evidence gathering) should be conducted on a forensic system in a controlled environment. If necessary, a forensic analysis can be conducted on site, but never by using the suspect system’s operating system or system utilities. The process that should be followed is discussed later in this chapter.

The investigator should identify, mark, and pack all evidence according to the collection process under the Rules of Evidence. He or she should also identify and label all computer systems, cables, documents, and disks. Then, he or she should also seize all diskettes, backup tapes, optical disks, and printouts, making an entry for each in the evidence log. The printer should be examined, and if it uses ribbons, at least the ribbon should be taken as evidence. The investigator should keep in mind that many of the peripheral devices may contain crucial evidence in their memory or buffers.

Some other items of evidence to consider are LAN servers and routers. The investigator must check with the manufacturer on how to output the memory buffers for each device, keeping in mind that most buffers are stored in volatile memory. Once the power is cut, the information may be lost. In addition, the investigator must examine all drawers, closets, and even the garbage for any forms of magnetic media (i.e., hard drives, floppy diskettes, tape cartridges, or optical disks) or documentation.

Moreover, it seems that many computer-literate individuals conduct most of their correspondence and work product on a computer. This is an excellent source of leads, but the investigator must take care to avoid an invasion of privacy. Even media that appears to be destroyed can turn out to be quite useful. For example, one criminal case involved an American serviceman who contracted to have his wife killed and wrote the letter on his computer. In an attempt to destroy all the evidence, he cut up the floppy disk containing the letter into 17 pieces. The Secret Service was able to reconstruct the diskette and read almost all the information.

The investigator should not overlook the obvious, especially hacker tools and any ill-gotten gains (i.e., password or credit card lists). These items help build a case when trying to show motive and opportunity. The State of California has equated hacker tools to that of burglary tools; the mere possession constitutes a crime. Possession of a Red Box, or any other telecommunications instrument that has been modified with the intent to defraud, is also prohibited under U.S.C. Section 1029.

Finally, phones, answering machines, desk calendars, day-timers, fax machines, pocket organizers, and electronic watches are all sources of potential evidence. If the case warrants, the investigator should seize and analyze all sources of data — electronic and manual. He or she should also document all activity in an activity log and, if necessary, secure the crime scene.

Surveillance
Two forms of surveillance are used in computer crime investigations: physical and computer. Physical surveillance can be generated at the time of the abuse, through CCTV security cameras, or after the fact. When after the fact, physical surveillance is usually performed undercover. It can be used in an investigation to identify a subject’s personal habits, family life, spending habits, or associates.

Computer surveillance is achieved in a number of ways. It is done passively through audit logs or actively by way of electronic monitoring. Electronic monitoring can be accomplished through keyboard monitoring, network sniffing, or line monitoring. In any case, it generally requires a warning notice or explicit statement in the corporate security policy indicating that the company can and will electronically monitor any and all system or network traffic. Without such a policy or warning notice, a warrant is normally required.

Before conducting any electronic monitoring, the investigator should review Chapters 2500 and 2700 of the Electronic Communications Privacy Act (ECPA), Title 18 of the U.S. Code. (These chapters relate to keystroke monitoring or system administrators looking into someone’s account.) If the account holder has not been properly notified, the system administrator and the company can be guilty of a crime and liable for civil penalties. Failure to obtain a warrant could result in the evidence being suppressed, or worse yet, litigation by the suspect for invasion of privacy or violation of the ECPA.

One other method of computer surveillance that is used is “sting operations.” These operations are established so as to continue to track the attacker, online. By baiting a trap or setting up “Honey Pots,” the victim organization lures the attacker to a secured area of the system. The system attackers were enticed into accessing selected files. Once these files or their contents are downloaded to another system, their mere presence can be used as evidence against the suspect. This enticement is not the same as entrapment because the intruder is already predisposed to commit the crime. Entrapment only occurs when a law enforcement officer induces a person to commit a crime that the person had not previously contemplated.

It is very difficult to track and identify a hacker or remote intruder unless there is a way to trace the call (e.g., caller ID or wire tap). Even with these resources, many hackers meander through communication networks, hopping from one site to the next, through a multitude of telecommunications gateways and hubs, such as the Internet. In addition, the organization cannot take the chance of allowing the hacker to have continued access to its system, potentially causing additional harm.

Telephone taps require the equivalent of a search warrant. Moreover, the victim will be required to file a criminal report with law enforcement and must show probable cause. If sufficient probable cause is shown, a warrant will be issued and all incoming calls can be traced. Once a trace is made, a pen register is normally placed on the suspect’s phone to log all calls placed by the suspect. These entries can be tied to the system intrusions based on the time of the call and the time that the system was accessed.

Investigative and Forensic Tools
Exhibit 2, although not exhaustive, identifies some of the investigative and forensic tools that are commercially available. Exhibit 2 identifies the hardware and software tools that should be part of the investigators toolkit, and Exhibit 3 identifies forensic software and utilities.

	Exhibit 2. Investigative and Forensic Tools Currently Available Investigative Tools 


	

	


	Investigation and Forensic Toolkit Carrying Case 
	Static Charge Meter 

	Cellular Phone 
	EMF/ELF Meter (Magnetometer) 

	Laptop Computer 
	Gender Changer (9 Pin and 25 Pin) 

	Camcorder w/NTSC adapter 
	Line Monitor 

	35mm Camera (2) 
	RS232 Smart Cable 

	Polaroid Camera 
	Nitrile Antistatic Gloves 

	Tape Recorder (VOX) 
	Alcohol Cleaning Kit 

	Scientific Calculator 
	CMOS Battery 

	Label Maker 
	Extension Cords 

	Magnifying Glass 3 1/4" 
	Power Strip 

	Crime Scene/Security Barrier Tape 
	Keyboard Key Puller 

	PC Keys 
	Cable Tester 

	IC Removal Kit 
	Breakout Box 

	Compass 
	Transparent Static Shielding Bags (100 Bags) 

	Felt Tip Pens 
	Antistatic Sealing Tape 

	Diamond Tip Engraving Pen 
	

	Extra Diamond Tips 
	Serial Port Adapters (9 Pin - 25 Pin & 25 Pin - 9 Pin) 

	Inspection Mirror 
	Foam-Filled Carrying Case 

	Evidence Seals (250 Seals/Roll) 
	Static-Dissipative Grounding Kit w/Wrist Strap 

	Plastic Evidence Bags (100 Bags) 
	Foam-Filled Disk Transport Box 

	Evidence Labels (100 Labels) 
	Printer and Ribbon Cables 

	Evidence Tape — 2" × 165' 
	9 Pin Serial Cable 

	Tool Kit containing: 
	25 Pin Serial Cable 

	Screwdriver Set (inc. Precision Set) 
	Null Modem Cable 

	Torx Screwdriver Set 
	Centronics Parallel Cable 

	25' Tape Measure 
	50 Pin Ribbon Cable 

	Razor Knife 
	LapLink Parallel Cable 

	Nut Driver 
	Telephone Cable for Modem 

	Pliers Set 
	

	LAN Template 
	

	Probe Set 
	

	Neodymium Telescoping Magnetic Pickup 
	

	Allen Key Set 
	

	Alligator Clips 
	

	Wire Cutters 
	

	Small Pry Bar 
	

	Hammer 
	

	Tongs and/or Tweezers 
	

	Cordless Driver w/Rechargeable Batteries (2) 
	Batteries for Camcorder, Camera, Tape Recorder, etc. (AAA, AA, 9-volt) 

	Pen Light Flashlight 
	

	Computer Dusting System (Air Spray) 
	

	Small Computer Vacuum 

	
	


	Exhibit 3. Forensic Software and Utilities Currently Available Computer Supplies 


	Software Tools 

	


	Diskettes: 
	Sterile O/S Diskettes 

	3 1/2" Diskettes (Double and High-Density Format) 
	

	5 1/4" Diskettes (Double and High-Density Format) 
	

	Diskette Labels 
	Virus Detection Software 

	5 1/2" Floppy Diskette Sleeves 
	SPA Audit Software 

	3 1/2" Floppy Diskette Container 
	Little-Big Endian Type Application 

	CD-ROM Container 
	Password Cracking Utilities 

	Write Protect labels for 5 1/4" Floppies 
	Disk Imaging Software 

	Tape Media 
	Auditing Tools 

	1/4" Cartridges 
	Test Data Method 

	4 mm DAT 
	Integrated Test Facility (ITF) 

	8 mm DAT 
	Parallel Simulation 

	Travan 
	Snapshot 

	9-Track/1600/6250 
	Mapping 

	QIC 
	Code Comparison 

	
	Checksum 

	Hard Disks 
	File Utilities (DOS, Windows, 95, NT, UNIX) 

	IDE 
	

	SCSI 
	

	Paper 
	Zip/Unzip Utilities 

	8 1/2 × 11 Laser Paper 
	

	80 Column Formfeed 
	

	132 Column Formfeed 
	

	Miscellaneous Supplies 
	Miscellaneous Supplies 

	Paper Clips 
	MC60 Microcassette Tapes 

	Scissors 
	Camcorder Tapes 

	Rubber Bands 
	35 mm Film (Various Speeds) 

	Stapler and Staples 
	Polaroid Film 

	Masking Tape 
	Graph Paper 

	Duct Tape 
	Sketch Pad 

	Investigative Folders 
	Evidence Checklist 

	Cable Ties/Labels 
	Blank Forms — Schematics 

	Numbered and Colored Stick-on Labels 
	Label Maker Labels

	
	


Other Investigative Information Sources
When conducting an internal investigation, it is important to remember that the witness statements and computer-related evidence are not the only sources of information useful to the investigation. Personnel files provide a wealth of information related to an employee’s employment history. It may show past infractions by the employee or disciplinary action by the company. Telephone logs can possibly identify any accomplices or associates of the subject. At a minimum, they will identify the suspect’s most recent contacts. Finally, security logs, time cards, and check-in sheets will determine when a suspected insider had physical access to a particular system.

Investigative Reporting
The goal of the investigation is to identify all available facts related to the case. The investigative report should provide a detailed account of the incident, highlighting any discrepancies in witness statements. The report should be a well-organized document that contains a description of the incident, all witness statements, references to all evidentiary articles, pictures of the crime scene, drawings and schematics of the computer and the computer network (if applicable), and finally, a written description of the forensic analysis. The report should state final conclusions, based solely on the facts. It should not include the investigator’s opinions. The investigator should keep in mind that all documentation related to the investigation is subject to discovery by the defense, so that he or she should exercise caution in any writings associated with the investigation.

COMPUTER FORENSICS
Computer forensics is the study of computer technology as it relates to the law. The objective of the forensic process is to learn as much about the suspect system as possible. This generally means analyzing the system by using a variety of forensic tools and processes, and that the examination of the suspect system may lead to other victims and other suspects. The actual forensic process is different for each system analyzed, but the guidelines in Exhibit 4 should help the investigator or analyst conduct the forensic process.

Exhibit 4. Guidelines for Forensic Analysis 

Forensics Analysis 

1. Conduct a Disk Image Backup of Suspect System 

Remove the internal hard disks from suspect machine and label: 

•  Which disk is being removed (checking the cables C and D)? 

•  What type of disk is it? IDE or SCSI? 

•  What is the capacity of the disk, making a note of cylinders, heads, and sectors? 

Place each disk in a clean forensic examination machine as the next available drive, beware that the suspect disk may have a virus (keep only the minimal amount of software on the forensic examination machine and log all applications). 

Backup (i.e., disk image) the suspect disks to tape: 

•  Make at least four copies of the affected disk. 

•  Put the original disk into evidence along with a backup tape. 

•  Return a copy back to the victim. 

•  Use the other two copies for the investigation (one is used for new utilities). 

Pack the original suspect disks, along with one of the backup tapes in the appropriate containers, seal, mark, and log into evidence. 

Restore one of the backup tapes to a disk equal in capacity (identical drive, if possible). 

Analyze the data (in a controlled environment) on the restored disk. 

2. System Analysis and Investigation (Forensic System) 

Everything on the system must be checked. 

If files or disk are encrypted: 

•  Try to locate or obtain the suspect’s password (which may be part of evidence collected). 

•  Attempt to obtain the encryption algorithm and key. 

•  Attempt to crack the password by using brute force or cracking tools. 

•  Compel the suspect to provide the password or key. 

If the disk is formatted: 

•  Attempt to use the unformat commands. 

Check for viruses. 

Create an organization chart of the disk: 

•  Use the commands from the primary forensic host disk. 

Chkdsk — displays the number of hidden files on the DOS system. 

Search for hidden and deleted files with Norton Utilities: 

•  Change the attributes of hidden files. 

•  Un-erase deleted files. 

If necessary, use data recovery techniques to recover: 

•  Hidden files (hidden by attributes or steganography). 

•  Erased files. 

•  Reformatted media. 

•  Overwritten files. 

•  Review slack space. (The amount of slack space for each file will vary from system to system based on cluster size that expands as hard disk capacity increases. The cluster, the basic allocation unit, is the smallest unit of space that DOS uses for a file.) 

Inventory all files on the disk. 

Review selected files and directories with Outside/In: 

•  Conduct a keyword search with a utility program or custom search program. 

•  Check word processing documents (*.doc), text files ( *.txt), spreadsheets ( *.xls), and databases (keep in mind that the file names may be camouflaged and may not relate to the content). 

Review communications programs to ascertain if any numbers are stored in the application. 

Search for electronic pen pals and target systems: 

•  Communications software setup. 

•  Caller ID files. 

•  War dialer logs. 

Review the slack space on the suspect disk: 

•  Amount of slack space is dependent on disk capacity. 

3. Reassemble the Suspect System (exact configuration) 

Re-install a copy of the suspect disk onto the suspect system. 

Check the CMOS to make sure that the boot sequence is floppy first, hard disk second. 

If the system is password protected at the CMOS level, remove or reinstall or short out the CMOS battery. 

Boot the system from a clean copy of the operating system (i.e., from floppy disk). 

Pay particular attention to the boot-up process: 

•  Modified BIOS or EPROM. 

•  Possibly during the self test or boot-up process. 

At first, do not use the affected systems operating system (OS) utilities on the original disks: 

•  Many times these utilities contain a Trojan Horse or logic bomb that will do ther than what is intended (i.e., conducting a delete with the Dir command). 

•  If necessary to boot from the suspect system, check to ensure that the system boots from the floppy drive and not the suspect drive. This may mean using a clean DOS operating system floppy and then using the command.com file from that floppy. 

Check the system time: 

•  Always check to see if the clock was reset on the system. 

Run a complete systems analysis report: 

•  System summary, which a contains basic system configuration. 

•  Disk summary. 

•  Memory usage with task list. 

•  Display summary. 

•  Printer summary. 

•  TSR summary. 

•  DOS driver summary. 

•  System interrupts. 

•  CMOS summary. 

•  List all environment variables as set by autoexec.bat, config.sys, win.ini, and system.ini. 

Check system logs for account activity: 

•  Print out an audit trail, if available. 

•  Is the audit trail used in the normal course of business? 

•  What steps are taken to ensure the integrity of the audit trail? 

•  Has the audit trail been tampered with? If so, when? 

4. Reassemble the suspect system (exact configuration) 

Use the affected system’s OS utilities on the original disks: 

•  Let the system install all background programs (set by autoexec.bat and config.sys). 

What has been done to the system? Any Trojan Horses? 

What rogue programs were left on the system? 

•  Check the system interrupts and TSRs for rouge programs (i.e., keystroke monitoring). 

5. Restore and review all data on PCMCIA flash disks, floppy disk, optical disk, ditto tapes, zip drives, kangaroo drives, and all backup media. 

Repeat procedures one through four for all data. 

6. Notes and reminders 

The investigator must use a anti-static wrist-band and mat before conducting any forensic analysis. 

The investigator must make notes for each step in the process, especially when restoring hidden or deleted files or modifying the suspect system (i.e., repairing a corrupted disk sector with Norton Utilities). 

The investigator must note that what has happened on the system may have resulted from error or incompetence rather than a malicious user. 

The investigator must remember the byte ordering sequence when conducting a system dump. 

The investigator must write-protect all floppies before analyzing. 

When analyzing databases, the data structures must be compared. The data may have been changed or the structure itself, which would totally invalidate the data. 

The investigator should remember, even if the data is not on the hard disk, that it may be on backup tapes or some other form of backup media. 

The investigator should look around the suspect’s work area for documents that may provide a clue to the proper user name and password combination. The investigator should also check desk drawers and rolodexes to find names of acquaintances and friends, for example. It is possible to compel a suspect to provide access information. The following cases set a precedence for ordering a suspect, whose computer was in the possession of law enforcement, to divulge password or decryption key:

•  Fisher v. U.S. (1976), 425 U.S. 391, 48 LED2 39. 

•  U.S. v. Doe (1983), 465 U.S. 605, 79 LED2d 552. 

•  Doe v. U.S. (1988), 487 U.S. 201, 101 LED2d 184. 

•  People v. Sanchez (1994) 24 CA4 1012. 

The caveat is that the suspect might use this opportunity to command the destruction of potential evidence. The last resort may be for the investigator to hack the system, which can be done as follows:

•  Search for passwords written down. 

•  Try words, names, or numbers that are related to the suspect. 

•  Call the software vendor and request their assistance (some vendors may charge for this). 

•  Try to use password-cracking programs that are readily available on the net. 

•  Try a brute force or dictionary attack. 

Searching Access Controlled Systems and Encrypted Files
During a search, an investigator may be confronted with a system that is secured physically or logically. Some physical security devices such as CPU key locks prevent only a minor obstacle, whereas other types of physical access control systems may be harder to break.

Logical access control systems may pose a more challenging problem. The analyst may be confronted with a software security program that requires a unique user name and password. Some of these systems can be simply bypassed by entering a Control-C or some other interrupt command. The analyst must be cautious that any of these commands may invoke a Trojan horse routine that may destroy the contents of the disk. A set of “password cracker” programs should be part of the forensic toolkit. The analyst can always try to contact the publisher of the software program in an effort to gain access. Most security program publishers leave a back door to enter their systems.

Steganography
One final note on computer forensics involves steganography, which is the art of hiding communications. Unlike encryption, which uses an algorithm and a seed value to scramble or encode a message to make it unreadable, steganography makes the communication invisible. This takes concealment to the next level: that is, to deny that the message even exists. If a forensic analyst were to look at an encrypted file, it would be obvious that some type of cipher process had been used. It is even possible to determine what type of encryption process was used to encrypt the file, based on a unique signature. However, steganography hides data and messages in a variety of picture files, sound files, and even slack space on floppy diskettes. Even the most trained security specialist or forensic analyst may miss this type of concealment during a forensic review.

Steganography simply takes one piece of information and hides it within another. Computer files, such as images, sound recordings, and slack space contain unused or insignificant areas of data. For example, the least significant bits of a bitmap image can be used to hide messages, usually without any material change in the original file. Only through a direct, visual comparison of the original and processed image can the analyst detect the possible use of steganography. Because many times the suspect system only stores the processed image, the analyst has nothing to use as a comparison and generally has no way to tell that the image in question contains hidden data.

LEGAL PROCEEDINGS
The victim and the investigative team must understand the full effect of their decision to prosecute. The postincident legal proceedings generally result in additional cost to the victim until the outcome of the case, at which time they may be reimbursed.

Discovery and Protective Orders
Discovery is the process whereby the prosecution provides all investigative reports, information on evidence, list of potential witnesses, any criminal history of witnesses, and any other information except how they are going to present the case to the defense. Any property or data recovered by law enforcement will be subject to discovery if a person is charged with a crime. However, a protective order can limit who has access, who can copy, and the disposition of the certain protected documents. These protective orders allow the victim to protect proprietary or trade secret documents related to a case.

Grand Jury and Preliminary Hearings
If the defendant is held to answer in a preliminary hearing or the grand jury returns an indictment, a trial will be scheduled. If the case goes to trial, interviews with witnesses will be necessary. The victimized company may have to assign someone to work as the law enforcement liaison.

The Trial
The trial may not be scheduled for some time, based on the backlog of the court that has jurisdiction in the case. In addition, the civil trial and criminal trial will occur at different times, although much of the investigation can be run in parallel. The following items provide guidance for courtroom testimony:

•  The prosecutor does not know what questions the defense attorney will ask. 

•  The questions should be listened to carefully to understand and to determine that it is not a multiple-part or contradictory question. 

•  The question should not be answered quickly. The prosecutor should be given time to object to the defense questions that are inappropriate, confusing, contradictory, or vague. 

•  If the question is not understandable, the defense attorney should be asked to provide an explanation, or the question can be answered by stating: “I understand your question to be ...”. 

•  Hearsay answers should not be given, which generally means that testimony as to personal conversations cannot be given. 

•  Witnesses should not get angry, because it may affect their credibility. 

•  Expert witnesses may need to be called. 

Recovery of Damages
To recover the costs of damages, such as reconstructing data, reinstalling an uncontaminated system, repairing a system, or investigating a breach, a civil law suit can be filed against the suspect in either a superior court or a small claims court.

Post-Mortem Review
The purpose of the post-mortem review is to analyze the attack and close the security holes that led to the initial breach. In doing so, it may also be necessary to update the corporate security policy. All organizations should take the necessary security measures to limit their exposure and potential liability. The security policy should include an:

•  Incident response plan. 

•  Information dissemination policy. 

•  Incident reporting policy. 

•  Electronic monitoring statement. 

•  Audit trail policy. 

•  Inclusion of a warning banner that should: 

—  Prohibit unauthorized access. 

—  Give notice that all electronic communications will be monitored. 

Finally, many internal attacks can be avoided by conducting background checks on potential employees and consultants.

SUMMARY
Computer crime investigation is more an art than a science. It is a rapidly changing field that requires knowledge in many disciplines. Although it may seem esoteric, most investigations are based on traditional investigative procedures. Planning is integral to a successful investigation. For the internal investigator, an incident response plan should be formulated before an attack occurs. The incident response plan helps set the objective of the investigation and identifies each of the steps in the investigative process. For the external investigator, investigative planning may occur postincident. It is also important to realize that no individual has all the answers and that teamwork is essential. The use of a corporate CERT team is invaluable, but when no team is available the investigator may have the added responsibility of building a team of specialists.

The investigator’s main responsibility is to determine the nature and extent of the system attack. From there, with knowledge of the law and forensics, the investigative team may be able to piece together who committed the crime, how and why the crime was committed, and more importantly, what can be done to minimize the potential for any future attacks. For the near term, convictions will probably be few, but as the law matures and as investigations become more thorough, civil and criminal convictions will increase. In the meantime, it is extremely important that investigations be conducted so as to understand the seriousness of the attack and the overall effect on business operations.

Finally, to be successful the computer crime investigator must, at a minimum, have a thorough understanding of the law, the rules of evidence as they relate to computer crime, and computer forensics. With this knowledge, the investigator should be able to adapt to any number of situations involving computer abuse.

Section 6-3
Information Ethics 
Chapter 6-3-1
Computer Ethics 
Peter S. Tippett
The computer security professional needs both to understand and to influence the behavior of everyday computer users. Traditionally, security managers have concentrated on building security into the system hardware and software, on developing procedures, and on educating end users about procedures and acceptable behavior. Now, the computer professional must also help develop the meaning of ethical computing and help influence computer end users to adopt notions of ethical computing into their everyday behavior.

Fundamental Changes to Society
Computer technology has changed the practical meaning of many important, even fundamental, human and societal concepts. Although most computer professionals would agree that computers change nothing about human ethics, computer and information technologies have caused and will pose many new problems. Indeed, computers have changed the nature and scope of accessing and manipulating information and communications. As a result, computers and computer communications will significantly change the nature and scope of many of the concepts most basic to society. The changes will be as pervasive and all encompassing as the changes accompanying earlier shifts from a society dependent on hunters and gatherers to one that was more agrarian to an industrial society.

Charlie Chaplin once observed, “The progress of science is far ahead of man’s ethical behavior.” The rapid changes that computing technology and the digital revolution have brought and will bring are at least as profound as the changes prompted by the industrial revolution. This time, however, the transformation will be compressed into a much shorter time frame.

It will not be known for several generations whether the societal changes that follow from the digital revolution will be as fundamental as those caused by the combination of easy transportation, pervasive and near-instantaneous news, and inexpensive worldwide communication brought on by the industrial and radio revolutions. However, there is little doubt that the digital age is already causing significant changes in ways that are not yet fully appreciated.

Some of those changes are bad. For example, combining the known costs of the apparent unethical and illegal uses of computer and information technology — factors such as telephone and PBX fraud, computer viruses, and digital piracy — amounts to several billion dollars annually. When these obvious problems are combined with the kinds of computing behavior that society does not yet fully comprehend as unethical and that society has not yet labeled illegal or antisocial, it is clear that a great computer ethics void exists.

No Sandbox Training
By the time children are six years old, they learn that eating grasshoppers and worms is socially unacceptable. Of course, six-year-olds would not say it quite that way. To express society’s wishes, children say something more like: “Eeewwww!, Yich! Johnny, you are not going to eat that worm are you?”

As it turns out, medical science shows that there is nothing physically dangerous or wrong with eating worms or grasshoppers. Eating them would not normally make people sick or otherwise cause physical harm. But children quickly learn at the gut level to abhor this kind of behavior — along with a whole raft of other behavior. What is more, no obvious rule exists that leads to this gut-feeling behavior. No laws, church doctrine, school curriculum, or parental guides specifically address the issue of eating worms and grasshoppers. Yet, even without structured rules or codes, society clearly gives a consistent message about this. Adults take the concept as being so fundamental that it is called common sense.

By the time children reach the age of ten, they have a pretty clear idea of what is right and wrong, and what is acceptable and unacceptable. These distinctions are learned from parents, siblings, extended families, neighbors, acquaintances, and schools, as well as from rituals like holiday celebrations and from radio, television, music, magazines, and many other influences.

Unfortunately, the same cannot be said for being taught what kind of computing behavior is repugnant. Parents, teachers, neighbors, acquaintances, rituals, and other parts of society simply have not been able to provide influence or insight based on generations of experience. Information technology is so new that these people and institutions simply have no experience to draw on. The would-be teachers are as much in the dark as those who need to be taught.

A whole generation of computer and information system users exists. This generation is more than one hundred million strong and growing. Soon information system users will include nearly every literate individual on earth. Members of this new generation have not yet had their sandbox training. Computer and information users, computer security professionals included, are simply winging it.

Computer users are less likely to know the full consequences of many of their actions than they would be if they could lean on the collective family, group, and societal experiences for guidance. Since society has not yet established much of what will become common sense for computing, individuals must actively think about what makes sense and what does not. To decide whether a given action makes sense, users must take into account whether the action would be right not only for themselves personally but also for their peers, businesses, families, extended families, communities, and society as a whole. Computer users must also consider short-term, mid-term, and long-term ramifications of each of the potential actions as they apply to each of these groups. Since no individual can conceivably take all of this into consideration before performing a given action, human beings need to rely on guides such as habit, rules, ritual, and peer pressure. People need to understand without thinking about it, and for that, someone needs to develop and disseminate ethics for the computer generation.

Computer security professionals must lead the way in educating the digital society about policies and procedures and behavior that clearly can be discerned as right or wrong. The education process involves defining those issues that will become gut feelings, common sense, and acceptable etiquette of the whole society of end users. Computer professionals need to help develop and disseminate the rituals, celebrations, habits, and beliefs for users.

In other words, they are the pivotal people responsible for both defining computer ethics and disseminating their understanding to the computer-using public.

COMMON FALLACIES OF THE COMPUTER GENERATION
The lack of early, computer-oriented, childhood rearing and conditioning has led to several pervasive fallacies that generally (and loosely) apply to nearly all computer and digital information users. The generation of computer users includes those from 7 to 70 years old who use computing and other information technologies. Like all fallacies, some people are heavily influenced by them, and some are less so. There are clearly more fallacies than those described here, but these are probably the most important. Most ethical problems that surface in discussions show roots in one or more of these fallacies.

The Computer Game Fallacy
Computer games like solitaire and game computers like those made by Nintendo and Sega do not generally let the user cheat. So it is hardly surprising for computer users to think, at least subliminally, that computers in general will prevent them from cheating and, by extension, from otherwise doing wrong.

This fallacy also probably has roots in the very binary nature of computers. Programmers in particular are used to the precise nature that all instructions must have before a program will work. An error in syntax, a misplaced comma, improper capitalization, and transposed characters in a program will almost certainly prevent it from compiling or running correctly once compiled. Even non-programming computer users are introduced to the powerful message that everything about computers is exact and that the computer will not allow even the tiniest transgression. DOS commands, batch file commands, configuration parameters, macro commands, spreadsheet formulas, and even file names used for word processing must have precisely the right format and syntax, or they will not work.

To most users, computers seem entirely black and white — sometimes frustratingly so. By extension, what people do with computers seems to take on a black-and-white quality. But what users often misunderstand while using computers is that although the computer operates with a very strict set of inviolable rules, most of what people do with computers is just as gray as all other human interactions.

It is a common defense for malicious hackers to say something like “If they didn’t want people to break into their computer at the [defense contractor], they should have used better security.” Eric Corley, the publisher of the hacker’s 2600 Magazine, testified at hearings for the House Telecommunications and Finance Subcommittee (June 1993) that he and others like him were providing a service to computer and telecommunication system operators when they explored computer systems, found faults and weaknesses in the security systems, and then published how to break these systems in his magazine. He even had the audacity while testifying before Congress to use his handle, Emanuel Goldstein (a character from the book 1984), never mentioning that his real name was Eric Corley. 

He, and others like him, were effectively saying “If you don’t want me to break in, make it impossible to do so. If there is a way to get around your security, then I should get around it in order to expose the problem.”

These malicious hackers would never consider jumping over the four-foot fence into their neighbor’s backyard, entering the kitchen through an open kitchen window, sitting in the living room, reading the mail, making a few phone calls, watching television, and leaving. They would not brag or publish that their neighbor’s home was not secure enough, that they found a problem or loophole, or that it was permissible to go in because it was possible to do so. However, using a computer to perform analogous activities makes perfect sense to them.

The computer game fallacy also affects the rest of the members of the computer-user generation in ways that are a good deal more subtle. The computer provides a powerful one-way mirror behind which people can hide. Computer uses can be voyeurs without being caught. And if what is being done is not permissible, the thinking is that the system would somehow prevent them from doing it.

The Law-Abiding Citizen Fallacy
Recognizing that computers can’t prevent everything that would be wrong, many users understand that laws will provide some guidance. But many (perhaps most) users sometimes confuse what is legal, which defines the minimum standard about which all can be justly judged, with what is reasonable behavior, which clearly calls for individual judgment. Sarah Gordon, one of the leaders of the worldwide hobbyist network FidoNet said, “In most places, it is legal to pluck the feathers off of a live bird, but that doesn’t make it right to do it.”

Similarly, people confuse things that they have a right to do with things that are right to do. Computer virus writers do this all the time. They say: “The First Amendment gives me the constitutional right to write anything I want, including computer viruses. Since computer viruses are an expression, and a form of writing, the constitution also protects the distribution of them, the talking about them, and the promotion of them as free speech.”

Some people clearly take their First Amendment rights too far. Mark Ludwig has written two how-to books on creating computer viruses. He also writes a quarterly newsletter on the finer details of computer virus authors and runs a computer virus exchange bulletin board with thousands of computer viruses for the user’s downloading pleasure. The bulletin board includes source code, source analysis, and tool kits to create nasty features like stealthing, encryption, and polymorphism. He even distributes a computer virus CD with thousands of computer viruses, a source code, and some commentary.

Nearly anyone living in the United States would agree that in most of the western world, people have the right to write almost anything they want. However, they also have the responsibility to consider the ramifications of their actions and to behave accordingly. Some speech, of course, is not protected by the constitution — like yelling “fire” in a crowded theater or telling someone with a gun to shoot a person. One would hope that writing viruses will become nonprotected speech in the future. But for now, society has not decided whether virus writing, distribution, and promotion should be violently abhorred or tolerated as one of the costs of other freedoms.

The Shatterproof Fallacy
How many times have computer novices been told “Don’t worry, the worst you can do with your computer is accidentally erase or mess up a file — and even if you do that, you can probably get it back. You can’t really hurt anything.”

Although computers are tools, they are tools that can harm. Yet most users are totally oblivious to the fact that they have actually hurt someone else through actions on their computer. Using electronic-mail on the Internet to denigrate someone constitutes malicious chastisement of someone in public. In the nondigital world, people can be sued for libel for these kinds of actions; but on the Internet, users find it convenient to not be held responsible for their words.

Forwarding E-mail without at least the implied permission of all of its authors often leads to harm or embarrassment of participants who thought they were conferring privately. Using E-mail to stalk someone, to send unwanted mail or junk mail, and to send sexual innuendoes or other material that is not appreciated by the recipient all constitute harmful use of computers.

Software piracy is another way in which computer users can hurt people. Those people are not only programmers and struggling software companies but also end users who must pay artificially high prices for the software and systems they buy and the stockholders and owners of successful companies who deserve a fair return on their investment.

It is astonishing that a computer user would defend the writing of computer viruses. Typically, the user says, “My virus is not a malicious one. It does not cause any harm. It is a benign virus. The only reason I wrote it was to satisfy my intellectual curiosity and to see how it would spread.” Such users truly miss out on the ramifications of their actions. Viruses, by definition, travel from computer to computer without the knowledge or permission of the computer’s owner or operator.

Viruses are just like other kinds of contaminants (e.g., contaminants in a lake) except that they grow (replicate) much like a cancer. Computer users cannot know they have a virus unless they specifically test their computers or diskettes for it. If the neighbor of a user discovers a virus, then the user is obliged to test his or her system and diskettes for it and so are the thousand or so other neighbors that the user and the user’s neighbors have collectively.

The hidden costs of computer viruses are enormous. Even if an experienced person with the right tools needs only 10 minutes to get rid of a virus — and even if the virus infects only 4 or 5 computers and only 10 or 20 floppy disks in a site (these are about the right numbers for a computer virus incident in a site of 1000 computers), then the people at the site are obliged to check all 1,000 computers and an average of 35,000 diskettes (35 active diskettes per computer) to find out just which five computers are infected.

As of early 1995, there were demonstrably more than a thousand people actively writing, creating, or intentionally modifying the more than 6000 computer viruses that currently exist — and at least as many people knowingly participated in spreading them. Most of these people were ignorant of the precise consequences of their actions.

In 1993, there was a minor scandal in the IRS when clerical IRS employees were discovered pulling computerized tax returns of movie stars, politicians, and their neighbors — just for the fun of it. What is the harm? The harm is to the privacy of taxpayers and to the trust in the system, which is immeasurably damaged in the minds of U.S. citizens. More than 350 IRS employees were directly implicated in this scandal. When such large numbers of people do not understand the ethical problem, then the problem is not an isolated one. It is emblematic of a broad ethical problem that is rooted in widely held fallacies.

The shatterproof fallacy is the pervasive feeling that what a person does with a computer could hurt at most a few files on the machine. It stems from the computer generation’s frequent inability to consider the ramifications of the things we do with computers before we do them.

The Candy-from-a-Baby Fallacy
Guns and poison make killing easy (i.e., it can be done from a distance with no strength or fight) but not necessarily right. Poisoning the water supply is quite easy, but it is beyond the gut-level acceptability of even the most bizarre schizophrenic.

Software piracy and plagiarism are incredibly easy using a computer. Computers excel at copying things, and nearly every computer user is guilty of software piracy. But just because it is easy does not mean that it is right.

Studies by the Software Publisher’s Association (SPA) and Business Software Alliance (BSA) show that software piracy is a multibillion dollar problem in the world today — clearly a huge problem.

By law and by any semblance of intellectual property held both in Western societies and most of the rest of the world, copying a program for use without paying for it is theft. It is no different than shoplifting or being a stowaway on an airliner, and an average user would never consider stealing a box of software from a computer store’s display case or stowing away on a flight because the plane had empty seats.

The Hacker’s Fallacy
The single most widely held piece of The Hacker’s Ethic is “As long as the motivation for doing something is to learn and not to otherwise gain or make a profit, then doing it is acceptable.” This is actually quite a strong, respected, and widely held ethos among people who call themselves nonmalicious hackers.

To be a hacker, a person’s primary goal must be to learn for the sake of learning — just to find out what happens if one does a certain thing at a particular time under a specific condition (Emmanuel Goldstein, 2600 Magazine, Spring 1994). Consider the hack on Tonya Harding (the Olympic ice skater who allegedly arranged to have her archrival, Nancy Kerrigan, beaten with a bat). During the Lillehammer Olympics, three U.S. newspaper reporters, with the Detroit Free Press, San Jose Mercury News, and The New York Times, discovered that the athletes’ E-mail user IDs were, in fact, the same as the ID numbers on the backs of their backstage passes. The reporters also discovered that the default passwords for the Olympic Internet mail system were simple derivatives of the athlete’s birthdays. Reporters used this information to gain access to Tonya Harding’s E-mail account and discovered that she had 68 messages. They claim not to have read any of them. They claim that no harm was done, nothing was published, no privacy was exploited. As it happens, these journalists were widely criticized for their actions. But the fact is, a group of savvy, intelligent people thought that information technology changed the ground rules. 

The Free Information Fallacy
There is a common notion that information wants to be free, as though it had a mind of its own. The fallacy probably stems from the fact that once created in digital form, information is very easy to copy and tends to get distributed widely. The fallacy totally misses the point that the wide distribution is at the whim of people who copy and disseminate data and people who allow this to happen.

ACTION PLAN
The following procedures can help security managers encourage ethical use of the computer within their organizations:

•  Developing a corporate guide to computer ethics for the organization. 

•  Developing a computer ethics policy to supplement the computer security policy. 

•  Adding information about computer ethics to the employee handbook. 

•  Finding out whether the organization has a business ethics policy, and expanding it to include computer ethics. 

•  Learning more about computer ethics and spreading what is learned. 

•  Helping to foster awareness of computer ethics by participating in the computer ethics campaign. 

•  Making sure the organization has an E-mail privacy policy. 

•  Making sure employees know what the E-mail policy is. 

Exhibits 1 through 6 contain sample codes of ethics for end users that can help security managers develop ethics policies and procedures.
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Thou shalt not appropriate other people's intellectual output.

“Thou shalt think about the social consequences of the program you are wriling or the
systom you are designing.

Thou shalt use a computer in ways that ensure consideration and respect for your fellow.
humans.




Exhibit 1.  The Ten Commandments of Computer Ethics
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Exhibit 2.  The End User’s Basic Tenets of Responsible Computing
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Exhibit 3.  Four Primary Values
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Exhibit 4.  Unacceptable Internet Activities
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Exhibit 5.  Considerations for Conduct
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Exhibit 6.  The Code of Fair Information Practices

RESOURCES
The following resources are useful for developing computer-related ethics codes and policies.

Computer Ethics Institute
The Computer Ethics Institute is a non-profit organization concerned with advancing the development of computers and information technologies within ethical frameworks. Its constituency includes people in business, the religious communities, education, public policy, and computer professions. Its purpose includes the following:

•  The dissemination of computer ethics information. 

•  Policy analysis and critique. 

•  The recognition and critical examination of ethics in the use of computer technology. 

•  The promotion of identifying and applying ethical principles for the development and use of computer technologies. 

To meet these purposes, the Computer Ethics Institute conducts seminars, convocations, and the annual National Computer Ethics Conference. The Institute also supports the publication of proceedings and the development and publication of other research. In addition, the Institute participates in projects with other groups with similar interests. The following are ways to contact the institute:

Dr. Patrick F. Sullivan

Executive Director

Computer Ethics Institute

P.O. Box 42672

Washington, D.C. 20015

Voice and fax: 301-469-0615

psullivan@brook.edu

Internet Listserve:cei-1@listserv.american.edu
This is a listserv on the Internet hosted by American University in Washington, D.C., on behalf of the Computer Ethics Institute. Electronic mail sent to this address is automatically forwarded to others interested in computer ethics and in activities surrounding the Computer Ethics Institute. To join the list, a person should send E-mail to:

listserv@american.edu

The subject field should be left blank. The message itself should say:

subscribe cei-1 <yourname>

The sender will receive postings to the list by E-mail (using the return address from the E-mail site used to send the request).

The National Computer Ethics and Responsibilities Campaign (NCERC)
The NCERC is a campaign jointly run by the Computer Ethics Institute and the National Computer Security Association. Its goal is to foster computer ethics awareness and education. The campaign does this by making tools and other resources available for people who want to hold events, campaigns, awareness programs, seminars, and conferences or to write or communicate about computer ethics.

The NCERC itself does not subscribe to or support a particular set of guidelines or a particular viewpoint on computer ethics. Rather, the Campaign is a nonpartisan initiative intended to foster increased understanding of the ethical and moral issues peculiar to the use and abuse of information technologies.

The initial phase of the NCERC was sponsored by a diverse group of organizations, including (alphabetically) The Atterbury Foundation, The Boston Computer Society, The Business Software Alliance, CompuServe, The Computer Ethics Institute, Computer Professionals for Social Responsibility, Merrill Lynch, Monsanto, The National Computer Security Association, Software Creations BBS, The Software Publisher’s Association, Symantec Corporation, and Ziff-Davis Publishing. The principal sponsor of the NCERC is the Computer Ethics Institute.

Other information about the campaign is available on CompuServe (GO CETHICS), where a repository of computer privacy, ethics and similar tools, codes, texts, and other materials are kept.

Computer Ethics Resource Guide
The Resource Guide to Computer Ethics is available for $12. (Send check or credit card number and signature to: NCERC, 10 S. Courthouse Ave., Carlisle, PA, 17013, or call 717-240-0430 and leave credit card information as a voice message.) The guide is meant as a resource for those who wish to do something to increase the awareness of and discussion about computer ethics in their workplaces, schools, universities, user groups, bulletin boards, and other areas. 

The National Computer Security Association
The National Computer Security Association (NCSA) provides information and services involving security, reliability, and ethics. NCSA offers information on the following security-related areas: training, testing, research, product certification, underground reconnaissance, help desk, and consulting services. This information is delivered through publications, conferences, forums, and seminars — in both traditional and electronic formats. NCSA manages a CompuServe forum (CIS: GO NCSA) that hosts private online training and seminars in addition to public forums and libraries addressing hundreds of issues concerning information and communications security, computer ethics, and privacy.

The information about computer ethics that is not well suited to electronic distribution can generally be obtained through NCSA’s InfoSecurity Resource Catalog, which provides one-stop-shopping for a wide variety of books, guides, training, and tools. (NCSA: 10 S. Courthouse Ave., Carlisle, PA, 17013, 717-258-1816).

SUMMARY
Computer and information technologies have created many new ethical problems. Compounding these problems is the fact that computer users often do not know the full consequences of their behavior.

Several common fallacies cloud the meaning of ethical computing. For example, many computer users confuse behavior that they have a right to perform with behavior that is right to perform and fail to consider the ramifications of their actions. Another fallacy that is widely held by hackers is that as long as the motivation is to learn and not otherwise profit, any action using a computer is acceptable.

It is up to the system managers to destroy these fallacies and to lead the way in educating end users about policies and procedures and behavior that can clearly be discerned as right or wrong.

Domain 7
Application Program Security 


Chapter 7-1-1 instructs us in the application of role-based access controls for business systems. Traditionally, access controls are individually imposed at the system, data base, and/or application layers, which is a cumbersome administrative burden. Client-server access controls can be invoked at the group or departmental level. This chapter instructs us in the most efficient, effective method for controlling access to computing resources, the employment of roles or profiles. Using the methodologies put forward by SESAME and OSF/DCE, two recognized security architectures, the author illustrates the effective use of roles and role hierarchies in the protection of resources.

Section 7-1
Application Security 
Chapter 7-1-1
Role-Based Access Control in Real Systems 
Tom Parker 
Chris Sundt
Using role-based access control (RBAC), roles can support the real-world access control requirements of a distributed system. The model has been developed in the context of a system supporting single sign-on (e.g., SESAME and the security functions of OSF/DCE, which is based on Kerberos technology with proprietary access control extensions), because it is in this context that the benefits of roles are best demonstrated. This role model can be realized using both conventional and distributed computing environment (DCE) access control list mechanisms.1 However, roles can also be used to support a range of functions in secure distributed systems, and these wider usages and their management implications are described here.



1Special thanks are due to Piers McMahon and Belinda Fairthorne of ICL, whose ideas and comments have heavily influenced the development of the role model described in this chapter. 



ICL, as part of its AccessManager product, implemented RBAC and other role-related benefits as a key element of that product at the user desktop.

WHAT ARE ROLES?
Real business systems are used by people doing a job for that business. Although some aspects of an individual’s work generate and use personal data (e.g., such office functions as diary management, word processing, and E-mail), in a large number of business activities an individual’s identity is relevant only from the point of view of accountability. An important example is in online transaction processing (TP) systems, frequently central to the functioning of the business. These systems can be large and highly distributed. In multinational corporations they can be global in size.

Such systems, on which the life of a company can depend, are precisely those that are in most need of good quality, easily managed security. In these systems, for access control purposes it is much more important to know what a user’s organizational responsibilities are rather than who the user is. The conventional discretionary access control mechanism, in which individual user ownership of data plays such an important part, is not a good fit. Neither are the full mandatory access controls of the military, in which users have security clearances and objects have security classifications. A new access control model is needed, and RBAC fills this gap.

A role is a way of expressing an organizational responsibility that can be directly used at the technological level within a computer system. The responsibility can be widely scoped, mirroring a user’s job title, or it can be more specific, reflecting, for example, a task that the user currently wishes to perform. This flexibility of interpretation of the concept is essential in real business contexts, where people have a variety of different responsibilities that may be exercised both simultaneously and separately. For these reasons, the more generally scoped roles must be hierarchically related to the more focused ones, described later in this chapter.

Resource Owners
Using RBAC, a resource owner can decide and, more importantly, manage, who can access a particular resource on the basis of their role, not their identity. This function is particularly valuable in distributed systems that contain new technology that supports generation and presentation of a user’s access control attributes (under the control of an independent user administration) separately from the end systems that use them. This contrasts with the traditional style of working in which each resource controller simply learns through authentication who the user is and has to oversee which users have which access control attributes, a task that is repeated on every mainframe and server in the corporate network.

Looking at SESAME or OSF/DCE as typical examples of the new technologies, users can authenticate to an authentication service and then obtain their access control attributes, including a role attribute, from a service dedicated to this purpose. In SESAME, this is the Privilege Attribute Service (in DCE, attributes are held in the Registry and accessed via a Privilege Server; this chapter uses the SESAME terminology). These services are managed by the user administrator.

The attraction is that resource owners need only know about roles, getting users’ roles from an external trusted source. The management of change is therefore greatly simplified. Some examples illustrate:

•  When people leave or join the company, the user administrator removes them from the Privilege Attribute Service or adds them to it with the appropriate role. There is no need for resource owners to do anything. 

•  When a person changes jobs within the organization, the user administrator simply changes the roles associated with that user in the Privilege Attribute Service. There is no need for resource owners to do anything. 

•  When a new application or transaction type is added to a server, the resource administrator needs only decide which roles are permitted to access it. There is no need for a user administrator to do anything. 

As Exhibit 1 illustrates, all these examples depend for their ease of management on the stability of the role concept, because if the meaning of a role changes, the change must be managed simultaneously at all points in the system where that role is used. For this reason, the role concept is specifically appropriate. It is in the nature of a business organization that the jobs to be done in it are reasonably stable conceptually (even though the number of staff in these jobs may not be as stable in uncertain economic times). In addition, the concept of role hierarchies, described later in this chapter, can be used to help with changes caused by partitioning jobs in different ways over time.
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Exhibit 1.  Stable Link Between Users and Resources

Accountability and Separation of Duty
However, if a resource owner no longer manages or knows about individual users, how are those users to be made individually accountable for what they do? How do we retain the advantage of not having to manage users at the resource server but still provide those users’ identities in audit trails at the server?

The answer to these questions is to provide the server with a trusted audit identity value through external means. It is this value that will be blindly inserted into audit trail entries. Here is a specific example of how this is done using SESAME technology.

In SESAME, a user authenticates and ultimately obtains a Privilege Attribute Certificate (PAC). The PAC contains attributes representing the access rights of the user. A role attribute is optionally one of these. The PAC is a cryptographically protected data structure that the user subsequently presents to resource servers as evidence of authorization for access. The server’s access control logic, receiving the PAC, extracts the role attribute that it now uses in its access control decisions. However, the PAC also contains other administrative information, including an audit identity field quite separate from the access control attributes. It is the value in this field that the server’s security functions insert into audit records for actions authorized on the basis of the PAC. Individual accountability is achieved at the server, but its resource controller does not need to manage or even know about individual identities. Whatever audit identity value is in the PAC is simply inserted into the audit trail entries.

The PAC may also contain other access control attributes for use when RBAC is inappropriate or needs supplementing. One of these might be an identity for access control purposes — an access identity. SESAME maintains a clear separation between this value and the audit identity, permitting users to use other identities from an access control perspective (perhaps the other user is away on leave) but is still accountable as himself or herself through his or her audit identity.

The question of separation of duty also arises.2 If access is by role, and individual identities are not used in access decisions, how do we ensure that the same individual cannot perform two duties that are required to be separate? One solution is to assign the different duties to different exclusive roles, thereby preventing any one user being granted two mutually exclusive roles. However, mistakes can be made if individuals can be granted multiple roles, and roles that appear to be different may actually be related hierarchically. Yet, when used with care, this approach can be made to work. This form of separation of duty is known as static separation of duty.



2First formally defined in computer terms in the seminal paper by D. D. Clark and D. R. Wilson. “A Comparison of Commercial and Military Computer Security Policies.” Proceedings of the IEEE Symposium on Security and Privacy. April 1987. 



Another solution is to use the audit ID as a record of the identity of the individual who performed an action (e.g., in relation to Duty 1), and to check that the audit identity of an individual requesting the right to perform the Duty 2 action is different. This does not require any management of the individuals in the server; just a blind comparison of audit identity values. Such a flexible implementation is known as dynamic separation of duty. However, the audit identity rather than the access identity should be used, because if a user is allowed to act for another user while the latter is on leave (a common requirement), that same user may be using a different access identity from his or her own and so may appear to be two different people.

Roles in Context — The Access Control Cube
Role is not the only dimension to organizational responsibility. Role primarily determines the functions that a user needs. For example, an invoicing clerk may need to examine delivery notes, raise invoices, issue reminders, and so on. The accounts department manager may need to be able to perform these functions along with such others as invoice cancellation or modification. Other job types specifically to do with the computer system itself will also commonly be relevant (e.g., security manager, audit manager, or system manager). However, a further dimension can be identified — organizational affiliation, which concerns the part of the organization within which the role is being exercised. Examples of affiliation might be that the user is a member of the London branch or the Las Vegas family.

Affiliation primarily determines the data to which the functions of the user’s job can be applied. The manager of the London branch may be able to perform exactly the same functions as the manager of the New York branch, but only on the data of London customers. Therefore, in systems terms, roles relate primarily to high-level access rights that are expressible in business language (e.g., raise an invoice). These are realized in the computer system as complex applications, application functions, or transactions. Affiliation determines which data objects the user may access.

In some servers, applications themselves cannot be guaranteed to confine access to the underlying data objects through the high-level operations that they are permitting for the role. In such cases, it is helpful to use roles also at an operating system level to limit the basic types of access that the user is to be granted (e.g., read, write) to the data objects that affiliation has identified.

Hard and fast rules cannot be set, but it is useful to take a view of these different properties so that when design choices have to be made they can be optimized for the most frequently encountered situations. What is important is that the role concept should not be extended to include controls that are due to affiliation. Most models fail to make this distinction (see the discussion of other role models later in this chapter), but it is an important one. Clearly, individual identity cannot be ignored as an access control attribute. Even in systems using job type and affiliation, an individual can be given special responsibility or may have personal data. Thus, a view of access control with three main dimensions, a sort of access control cube, is shown in Exhibit 2. Each cell of the cube would represent the access rights of a particular user with a particular job in a particular part of the organization.
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Exhibit 2.  Access Control Cube

Despite this apparent three-dimensional complexity, it is important that, in most practical access control policies, for any one resource, if a user’s identity figures in the access control decision it is usually not used in conjunction with the other two dimensions — identity is adequate. Conversely, affiliations and roles are typically considered together; user identity is not involved. This point becomes important in considering the practicability of implementing such controls using access control lists.

The User’s View
In practice, not only can roles be used to constrain users, they can also provide users with clearly visible benefits. The basic idea is that users sign-on nominating a specific role that represents their job or current task, which results in desktops being presented that include only those services that are appropriate to this choice. When requesting access to a particular service, the sign-on role is also used to decide whether users can access that service. By limiting the desktop only to those services permitted by a role, users are prevented from surfing the distributed infrastructure in an attempt to access services they are not entitled to access. They also benefit from having a desktop uncluttered with icons in which they have no interest. The desktop is constructed only for their needs.

In practice, however, users rarely have well-defined jobs with clearly defined services, and a user’s desktop can vary in a number of ways — from the simple setting of preferences to the creation of personal icons associated with variations of particular applications (e.g., creating icons for specific spreadsheets). Users often have multiple roles and need to switch between them. Users work shifts and want the same role to be transferred between them and other users without being closed down. The security administrator may want to remove the right to use a particular service from the role of a particular employee, because he or she has yet to be trained in its use. Thus, in practice, the assignment of services to roles is more dynamic than those allowed by the classic models.

The use of roles to control the desktop frequently has three aspects, each with different implications for the application of security policy:

•  It must be possible for a user to create a personalized desktop. This allows users to decide which options are not security critical (e.g., foreground and background colors and position and content of program groups). These preferences should be available at whatever workstation the user signs on to, subject to the characteristics of the workstation permitting it. 

•  Within their role definition, users must be able to extend their desktop with personal icons. For example, the user entitled to use the Excel spreadsheet should be allowed to create icons for individual spreadsheets created under Excel. 

•  The security administrator must be able to change the content of a role definition for a particular user to account for local variations. 

Beyond this, users must be able to switch roles dynamically and to attach, after suitable authorization, to an active role, even to extend an active role with additional components that are required to perform specific tasks. Role hierarchies help in this area.

DEFINING ROLES
Three different security management activities are involved in role management:

•  The defining of roles. 

•  The allocating of roles to users. 

•  The allocating of access rights to resources based on roles. 

Who should be responsible for these activities? The last two are relatively easy to position. It is a user administrator (at some level of the organization) who allocates users to roles, and it is the controller of the resource who has the ultimate responsibility for its security, and, therefore, who should decide which roles get access to it. However, it is more difficult to pin down who should be able to define roles.

If roles vary at different levels (and not all roles will be understood across the whole organization), the roles with a wide scope should reflect the overall job for which a user was and should be defined at the whole enterprise level. It is essential that the business significance of such a definition be clearly understood across the entire organization, because it will be this level of role that will be used ubiquitously. Clearly, it jeopardizes security if a resource controller thinks that the role of company secretary indicates that of a company board member or director, or if the user administrator thinks that it was just any secretary working for the company. It seems reasonable that such roles would be defined as part of the company security standards.

In contrast to these globally understood roles, some roles may be specific to a particular department, and some even to a team level. Almost all organizations, in practice, are hierarchical in some way, and any security administration system must reflect this hierarchical organization, enabling authority to be placed where it is most appropriate.

Some roles may be artificial, merely existing to group together users who have a particular series of system-related activities they need to be able to perform. Thinking of this kind of role as a set of activities allows roles of this type to be defined by resource controllers, rather than, as is more intuitive, defined by the user administrator.

These pseudo-roles stretch the concept of role, but they form a useful extension if used with moderation and are confined to coherently related groups of activities that are stable over time. Typically, such roles would not be allocated directly to users but might be identified as part of other more traditionally defined job roles.

ROLE HIERARCHIES
Stemming from the concept of roles is the concept of role hierarchies. More precisely, it is the concept of directed graphs, but it is easier to think of it as a set of multiply-linked hierarchies. Specifically, role types should be related to each other so that one role can encompass other roles, which can then encompass others. In general, any given role can be contained in more than one higher role, but there must be no loopbacks. The rule is that a user who has been granted a higher-level role is also automatically granted the roles contained in it. The definition of roles becomes an activity that is extended to include the definition of these relationships. Organizational affiliation can also be defined in this way. Although further discussion of this topic is not within the scope of this chapter, much of what is said about role definition applies equally well to affiliation.

Exhibit 3 illustrates a role/hierarchy graph. The exhibit shows three interlinked role hierarchies, based on three enterprise-level roles: Management Administration, Order Clerk, and Financial Controller. Each of the top-level roles contains other roles shown by the arrows. Of these lower-level roles, some may be visible at the enterprise level (e.g., the Expenses Authorization role) and be granted directly as one of the highest-level roles a particular user may have, but others are more resource-oriented roles (e.g., Office System Functions), which would be defined by a resource controller.
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Exhibit 3.  Role Hierarchies

ENGINEERING THE ROLE CONCEPT
In engineering roles within actual product, it is convenient to make a distinction between different uses of roles — on the one hand as seen and used by the user and on the other hand as seen and used at the protected resource.

Role Names and Role Attributes
Users see roles as names to be used when signing on to the system. A user might say, “I am signing on in the role of Duty Officer.” Roles used in this way are called role names. At the resource end, access control logic looks at a role field in a security record and compares it directly with a value associated with the resource, typically in an access control list. Roles used in this way are called role attributes. Using this terminology, when a user specifies a role name like Order Clerk, it describes how multiple role attributes may be given to that user (e.g., in a PAC). Using the graph in Exhibit 3, the role attributes are resource related: Office System Functions and Orders.

Some roles appear in both forms. All roles that are not part of a hierarchy are likely to be named by users and to appear as attributes in their access control data. However, one example of such a role in a hierarchy is Expenses Authorization, shown in Exhibit 3. A Financial Controller might sign on specifically to authorize expenses and, therefore, would say “with a role of Expenses Authorization.” This role, however, is sufficiently precise in its focus to be used directly by resource access control logic and could, therefore, be mapped directly into a role attribute.

At ICL, the name and attribute distinction has been a great benefit in clarifying thinking in this area. ICL’s AccessManager product maintains the distinction explicitly. The user signs on specifying (or defaulting to) a role name. This affects the attributes the user will be granted and also directly affects the desktop that appears, coordinated with what the user is allowed to access in that role. If the target resource is capable of receiving PACs, the underlying SESAME technology will convert this role name to one or more role attributes in the PAC, and such attributes can then be made available at the server for use in access control decisions. This concept of converting role names into one or more role attributes enables an organization to specify much more clearly what actually happens in the engineering of role hierarchies.

Handling Access Controls at the Server
Other articles on roles have suggested implementing new forms of access control logic to support them. This is perhaps the ideal theoretical solution, but in line with the practical approach taken in this chapter. It is possible to use the access control list (ACL) logic that already exists in the majority of server operating systems for legacy systems. This requires that incoming attributes be mapped onto the ones supported by the ACLs in the target server. Mapping onto ACLs should be thought of as a bridging mechanism. The approach is much simpler for applications that have been written to use the role and affiliation attributes directly, as described later in this section.

First, however, how role and affiliation data are carried to the target server in the PAC must be identified. (Both SESAME and OSF/DCE permit an enterprise to define its own attribute types.) It is possible, as suggested earlier, for the role to be carried as a role attribute. Affiliation could sensibly be carried either as a separate group attribute or specifically as an affiliation attribute.

For the purposes of this chapter, assume that the server operating system understands user identities (UIDs) and groups that are defined locally to the operating system. Users can be members of a number of groups. Applications run under a single UID, which may have associated with it none or more groups of which the UID is a member. ACLs are associated with protected operating system objects (e.g., typically files) and have entries specifying which UIDs and groups have what kinds of access to these objects. The types of access supported are the simple traditional ones such as read, write, update, execute, append, and delete. One UID is identified in the ACL as the owner of the object protected by that ACL. This UID can modify the ACL itself and, therefore, control access to the object.

The component of the SESAME technology implemented in target servers includes the function that allows a resource controller to specify how attributes in an incoming PAC are to be mapped onto local operating system UID and group attributes. Thus, a SESAME conformant application that is started up as a result of an access request can be started under whatever UID the controller specifies should be mapped from whatever incoming PAC access control attributes that he or she chooses to identify.

Further, other incoming access control attributes can be mapped onto local group values. This enables operating system ACLs to be used for controlling access by the application to operating system objects. The application can use the role attribute directly to dictate what functions the user is allowed to perform, and the underlying operating system can dictate through its normal ACL controls the data objects on which these transactions can be performed. There are many ways of doing the mappings, but in all cases the ACL entries must be set up so that the group or UID values in the ACL entries are mapped from incoming affiliation (and optional role) attributes.

Applications that handle personal data without using RBAC control can run under a UID mapped from the incoming user’s access identity attribute, creating conditions that would have applied had the user signed on directly to the target server.

TP applications would usually be under an RBAC regime, but they work in a different way from client/server applications. Because the application is usually multithreaded, its UID is likely to be related to the application itself (or to the administrator who set it up) rather than to the user on whose behalf it is currently working, so it is not possible to use operating system access controls sensibly to control the usual users’ access rights. Therefore, TP applications must perform their own access checks, and to do this they must use a suitable application program interface (API) to extract the current user’s access attributes from the security infrastructure. A generally accepted API for doing this is the extended GSS-API, which is being adopted by X/OPEN, ISO, and the Internet Engineering Task Force.

In OSF/DCE, a different approach is taken. The security functions in the server include a distributed ACL (DACL) service that is independent of the local operating system’s ACLs and that is available for use through an API (not the GSS-API), which enables a calling application to use incoming attributes directly, without needing to know specifically how they are used. The DACL entries contain global user and group identity values that directly correspond to the incoming ones. Thus, a role must be represented directly in the PAC as one of these attribute types. Specific extensions to the DACL semantics to handle roles more effectively have been proposed, but have not yet been adopted.

A Simple Example
Exhibit 4 demonstrates an example of how ACLs may be set up and mapped from incoming PAC attributes. The scenario is a hospital with two wards. Nurses in either ward are required to use the same nursing support application. By using this application, they should be able to view patient data in the other ward, but should only be able to modify the data for patients in their own ward. Control of the individual ward’s data base lies with each of the two ward administrators.
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Exhibit 4.  Example of Role and Affiliation Mapping

The enterprise management view is very simple, and it is a view that can easily be reflected in the actual engineering representation:

•  An administrator has the role of ADMIN; a nurse the role of NURSE. 

•  Any Ward 1 person has an affiliation of WARD1. 

•  Any Ward 2 person has an affiliation of WARD2. 

When a PAC is received at the server, the following steps are taken:

1.  The role attribute is used to determine whether the application requested by the user is accessible, so that nurses in both wards have access to the same nursing applications and administrators to the same administration applications. 

2.  The mapping logic is examined, as shown in Exhibit 4, which results in the following: 

•  An administrator’s application operating under the UID owning the data file of that administrator’s ward. This UID has no access to the data file from the other ward. 

•  The nursing application operating under a group appropriate to the nurse’s ward. This group has read access to the data file of the other ward. The UID under which the application operates has no access in itself to the file concerned. 

Note that the affiliations in rows 3 and 4 of the mapping table could have been mapped onto a UID instead of a group (e.g., WARD1 could have been mapped to UID3 instead of G1, and UID3 put in the ACLs instead of G1). In this case, the application would have had to run under UID3. The difference lies in the access rights established for objects now created by the application, which in the UID3 case would be effectively owned by the ward with which the nurse is affiliated. In the example case, objects created are owned by a UID that can be chosen using other policy criteria. Either mapping choice could be appropriate depending on requirements.

ROLES IN ACTION
The following examples have been drawn from actual experiences. The names of the companies have been omitted. These illustrate the extent to which a straightforward RBAC policy should be flexible to account for the complexities of modern business organizations and for the needs of the individual end-user when the role is also used to define the user’s desktop. Much of this complexity affects the way roles are managed rather than the way in which they are used to simplify the access decision function in target systems.

A construction company — This company has many project managers, all of whom use the same applications and services, but each of whom is allowed only to access the files relating to those projects for which he or she is responsible. This fits very well with the access control cube model, with the project manager as a role and the specific data sets as affiliations. 

A government department — This entity has created generalized roles, but removes access to specific applications for individuals, because they have yet to be trained in their use. In addition, each user has a list of desktop applications from which those the individual wants can be selected (i.e., each individual is permitted to access a subset of the global set of desktop applications defined for a role). This setup illustrates the necessity of tailoring a general role to specific user needs, thereby avoiding many almost identical roles. 

An educational organization — This organization has created role hierarchies along the lines described in this chapter. For example, a student role has been created, as well as a teacher role that includes the student role. 

A multinational systems integrator — In this case, users need to be able to create icons representing particular instantiations of desktop applications (e.g., particular Excel spreadsheets, Word documents, or Powerpoint presentations). In this situation, the access control policy is not being violated, but users are being allowed to tailor the desktop to their particular needs within the access control policy set down for that role. 

A hospital — On a ward, many nurses would like to use a workstation to prescribe drugs and other medicines. The workstation is signed on at start of day in the role of nurse, but for each prescription the specific nurse must be specifically authorized as part of the task protocol. An alternative in which each nurse signs on and signs off would create an overhead of closing and recreating the desktop for each nurse, which would take an unacceptably long time. 

Shift work — A continuous session under the role is active, but the person executing the role changes at intervals. The role cannot be closed and reopened, because the information must be continually presented. However, the identity of the person undertaking the role must be recorded for accountability purposes. There are similarities to the hospital scenario previously described. 

Manufacturing — People often have one role most of the time (e.g., as a shopfloor worker), but occasionally need to assume a different role (e.g., acting supervisor). They do not want to close the first role to do the second, but rather suspend the first role. A similar situation occurs when someone in his or her normal role temporarily wants to look at someone else’s mailbox. 

Retail banking — The range of transaction types permitted for different people in such an environment varies. For example, a teller role will be allowed one set of transaction types and the manager role some additional transaction types. This is probably the archetypal role example. Manager roles may or may not encompass the roles of the individuals under them, depending on separation-of-duty requirements. Further, the same role at different branches may have different affiliations, allowing access only to data relevant to each branch. Senior manager roles may be created that include affiliations that permit them to access data at more than one branch. 

OTHER ROLE MODELS
A 1993 article introduced the concept of roles in its simplest form, without looking at hierarchies or separating the concept of affiliation.3 A 1994 article defined the concept of role profiles, which it describes as all the resources needed for a given role.4 The appropriate role profile is assigned to users who have the associated role. The chapter distinguishes between static and dynamic role profiles, the former relating to long-term business roles, the latter to project-related roles. This chapter shows how a role profile fits into a more general access control profile hierarchy, thereby linking the role profile in one direction to users and, in the other direction, to either transaction profiles (static) or project profiles (dynamic). Both of the latter then link down to resource profiles. There is no concept of role hierarchies or affiliation.



3L. G. Lawrence. “The Role of Roles.” Computers and Security, 12(1): 1993. 
4S. H. von Solms and I. VanderMerve. “The Management of Computer Security Profiles Using a Role-Oriented Approach.” Computers and Security, 13(8): 1994. 



The National Institute of Standards and Technology is adopting yet another model, which includes role hierarchies but bundles up affiliation within the role concept itself. One approach analyzed the role model against general requirements such as least privilege and separation of duty.5


5D. F. Ferraiolo and J. A. Cugini. “Role Based Access Control (RBAC): Features and Motivations.” Draft paper from NIST, Gaithersburg, MD. 



Other papers and articles on various aspects of roles are by Mohammed and Dilts,6 who take a very dynamic view of roles in a data base context; Sterne,7 who discusses the construction of a trusted computing base that can support RBAC; and Baldwin, who describes extensions to SQL that permit users and resources to be grouped into named protection domains, which have many features in common with roles.



6I. Mohammed and D. M. Dilts. “Design for Dynamic User-Role-Based Security.” Computers and Security, 13(8): 1994. 
7D. F. Sterne. “A TCB Subset for Integrity and Role-Based Access Control.” Proceedings of the 15th U.S. National Computer Security Conference. October 1992. 



SUMMARY
The role concept is utilitarian not only for users, who get a simple view of the access rights available to them, but also for managers, the concept forming a stable bridge between the volatility of the user population and the volatility of the resources being accessed. Roles should be used in the context of other access rights. Individual identity and organizational affiliation are two major orthogonal dimensions, the whole making an access control cube. This chapter has also described the various ways in which different organizations actually use the RBAC concept. A unique feature of this chapter is that role-based access control is viewed as being only one mode of control that must exist within a context of other modes — the access control cube. This reflects real-life requirements of systems running many heterogeneous applications.

Chapter 7-1-2
Security Models for Object-Oriented Data Bases 
James Cannady
Object-oriented (OO) methods are a significant development in the management of distributed data. Data base design is influenced to an ever-greater degree by OO principles. As more DBMS products incorporate aspects of the object-oriented paradigm, data base administrators must tackle the unique security considerations of these systems and understand the emerging security model.

INTRODUCTION
Object-oriented (OO) programming languages and OO analysis and design techniques influence data base systems design and development. The inevitable result is the object-oriented data base management system (OODBMS).

Many of the established data base vendors are incorporating OO concepts into their products in an effort to facilitate data base design and development in the increasingly OO world of distributed processing. In addition to improving the process of data base design and administration, the incorporation of OO principles offers new tools for securing the information stored in the data base. This article explains the basics of data base security, the differences between securing relational and object-oriented systems, and some specific issues related to the security of next-generation OODBMSs.

BASICS OF DATA BASE SECURITY
Data base security is primarily concerned with the secrecy of data. Secrecy means protecting a data base from unauthorized access by users and software applications.

Secrecy, in the context of data base security, includes a variety of threats incurred through unauthorized access. These threats range from the intentional theft or destruction of data to the acquisition of information through more subtle measures, such as inference. There are three generally accepted categories of secrecy-related problems in data base systems:

1.  The improper release of information from reading data that was intentionally or accidentally accessed by unauthorized users. Securing data bases from unauthorized access is more difficult than controlling access to files managed by operating systems. This problem arises from the finer granularity that is used by data bases when handling files, attributes, and values. This type of problem also includes the violations to secrecy that result from the problem of inference, which is the deduction of unauthorized information from the observation of authorized information. Inference is one of the most difficult factors to control in any attempts to secure data. Because the information in a data base is semantically related, it is possible to determine the value of an attribute without accessing it directly. Inference problems are most serious in statistical data bases where users can trace back information on individual entities from the statistical aggregated data. 

2.  The improper modification of data. This threat includes violations of the security of data through mishandling and modifications by unauthorized users. These violations can result from errors, viruses, sabotage, or failures in the data that arise from access by unauthorized users. 

3.  Denial-of-service threats. Actions that could prevent users from using system resources or accessing data are among the most serious. This threat has been demonstrated to a significant degree recently with the SYN flooding attacks against network service providers. 

Discretionary vs. Mandatory Access Control Policies
Both traditional relational data base management system (RDBMS) security models and OO data base models make use of two general types of access control policies to protect the information in multilevel systems. The first of these policies is the discretionary policy. In the discretionary access control (DAC) policy, access is restricted based on the authorizations granted to the user.

The mandatory access control (MAC) policy secures information by assigning sensitivity levels, or labels, to data entities. MAC policies are generally more secure than DAC policies and they are used in systems in which security is critical, such as military applications. However, the price that is usually paid for this tightened security is reduced performance of the data base management system. Most MAC policies also incorporte DAC measures as well.

SECURING A RDBMS VS. OODBMS: KNOW THE DIFFERENCES
The development of secure models for OODBMSs has obviously followed on the heels of the development of the data bases themselves. The theories that are currently being researched and implemented in the security of OO data bases are also influenced heavily by the work that has been conducted on secure relational data base management systems.

Relational DBMS Security
The principal methods of security in traditional RDBMSs are through the appropriate use and manipulation of views and the structured query language (SQL) GRANT and REVOKE statements. These measures are reasonably effective because of their mathematical foundation in relational algebra and relational calculus.

View-Based Access Control
Views allow the data base to be conceptually divided into pieces in ways that allow sensitive data to be hidden from unauthorized users. In the relational model, views provide a powerful mechanism for specifying data-dependent authorizations for data retrieval.

Although the individual user who creates a view is the owner and is entitled to drop the view, he or she may not be authorized to execute all privileges on it. The authorizations that the owner may exercise depend on the view semantics and on the authorizations that the owner is allowed to implement on the tables directly accessed by the view. For the owner to exercise a specific authorization on a view that he or she creates, the owner must possess the same authorization on all tables that the view uses. The privileges the owner possesses on the view are determined at the time of view definition. Each privilege the owner possesses on the tables is defined for the view. If, later on, the owner receives additional privileges on the tables used by the view, these additional privileges will not be passed onto the view. In order to use the new privileges within a view, the owner will need to create a new view.

The biggest problem with view-based mandatory access controls is that it is impractical to verify that the software performs the view interpretation and processing. If the correct authorizations are to be assured, the system must contain some type of mechanism to verify the classification of the sensitivity of the information in the data base. The classification must be done automatically, and the software that handles the classification must be trusted. However, any trusted software for the automatic classification process would be extremely complex. Furthermore, attempting to use a query language such as SQL to specify classifications quickly becomes convoluted and complex. Even when the complexity of the classification scheme is overcome, the view can do nothing more than limit what the user sees — it cannot restrict the operations that may be performed on the views.

GRANT and REVOKE Privileges
Although view mechanisms are often regarded as security “freebies” because they are included within SQL and most other traditional relational data base managers, views are not the sole mechanism for relational data base security. GRANT and REVOKE statements allow users to selectively and dynamically grant privileges to other users and subsequently revoke them if necessary. These two statements are considered to be the principal user interfaces in the authorization subsystem.

There is, however, a security-related problem inherent in the use of the GRANT statement. If a user is granted rights without the GRANT option, he or she should not be able to pass GRANT authority on to other users. However, the system can be subverted by a user by simply making a complete copy of the relation. Because the user creating the copy is now the owner, he or she can provide GRANT authority to other users. As a result, unauthorized users are able to access the same information that had been contained in the original relation. Although this copy is not updated with the original relation, the user making the copy could continue making similar copies of the relation, and continue to provide the same data to other users.

The REVOKE statement functions similarly to the GRANT statement, with the opposite result. One of the characteristics of the use of the REVOKE statement is that it has a cascading effect. When the rights previously granted to a user are subsequently revoked, all similar rights are revoked for all users who may have been provided access by the originator.

Other Relational Security Mechanisms
Although views and GRANT/ REVOKE statements are the most frequently used security measures in traditional RDBMSs, they are not the only mechanisms included in most security systems using the relational model. Another security method used with traditional relational data base managers, which is similar to GRANT/REVOKE statements, is the use of query modification.

This method involves modifying a user’s query before the information is retrieved, based on the authorities granted to the user. Although query modification is not incorporated within SQL, the concept is supported by the Cobb-Date relational data base model.

Most relational data base management systems also rely on the security measures present in the operating system of the host computer. Traditional RDMBSs such as DB2 work closely with the operating system to ensure that the data base security system is not circumvented by permitting access to data through the operating system. However, many operating systems provide insufficient security. In addition, because of the portability of many newer data base packages, the security of the operating system should not be assumed to be adequate for the protection of the wealth of information in a data base.

Object-Oriented DBMS Characteristics
Unlike traditional RDBMSs, secure OODBMSs have certain characteristics that make them unique. Furthermore, only a limited number of security models have been designed specifically for OO data bases. The proposed security models make use of the concepts of encapsulation, inheritance, information hiding, methods, and the ability to model real-world entities that are present in OO environments.

The object-oriented data base model also permits the classification of an object’s sensitivity through the use of class (of entities) and instance. When an instance of a class is created, the object can automatically inherit the level of sensitivity of the superclass. Although the ability to pass classifications through inheritance is possible in object-oriented data bases, class instances are usually classified at a higher level within the object’s class hierarchy. This prevents a flow control problem, where information passes from higher to lower classification levels.

OODBMSs also use unique characteristics that allow these models to control the access to the data in the data base. They incorporate features such as flexible data structure, inheritance, and late binding. Access control models for OODBMSs must be consistent with such features. Users can define methods, some of which are open for other users as public methods. Moreover, the OODBMS may encapsulate a series of basic access commands into a method and make it public for users, while keeping basic commands themselves away from users.

Proposed OODBMS Security Models
Currently only a few models use discretionary access control measures in secure object-oriented data base management systems.

Explicit Authorizations
The ORION authorization model permits access to data on the basis of explicit authorizations provided to each group of users. These authorizations are classified as positive authorizations because they specifically allow a user access to an object. Similarly, a negative authorization is used to specifically deny a user access to an object.

The placement of an individual into one or more groups is based on the role that the individual plays in the organization. In addition to the positive authorizations that are provided to users within each group, there are a variety of implicit authorizations that may be granted based on the relationships between subjects and access modes.

Data-Hiding Model
A similar discretionary access control secure model is the data-hiding model proposed by Dr. Elisa Bertino of the Universita’ di Genova. This model distinguishes between public methods and private methods.

The data-hiding model is based on authorizations for users to execute methods on objects. The authorizations specify which methods the user is authorized to invoke. Authorizations can only be granted to users on public methods. However, the fact that a user can access a method does not automatically mean that the user can execute all actions associated with the method. As a result, several access controls may need to be performed during the execution, and all of the authorizations for the different accesses must exist if the user is to complete the processing.

Similar to the use of GRANT statements in traditional relational data base management systems, the creator of an object is able to grant authorizations to the object to different users. The “creator” is also able to revoke the authorizations from users in a manner similar to REVOKE statements. However, unlike traditional RDBMS GRANT statements, the data-hiding model includes the notion of protection mode. When authorizations are provided to users in the protection mode, the authorizations actually checked by the system are those of the creator and not the individual executing the method. As a result, the creator is able to grant a user access to a method without granting the user the authorizations for the methods called by the original method. In other words, the creator can provide a user access to specific data without being forced to give the user complete access to all related information in the object.

Other DAC Models for OODBMS Security
Rafiul Ahad has proposed a similar model that is based on the control of function evaluations. Authorizations are provided to groups or individual users to execute specific methods. The focus in Ahad’s model is to protect the system by restricting access to the methods in the data base, not the objects. The model uses proxy functions, specific functions, and guard functions to restrict the execution of certain methods by users and enforce content-dependent authorizations.

Another secure model that uses authorizations to execute methods has been presented by Joel Richardson. This model has some similarity to the data-hiding model’s use of GRANT/REVOKE-type statements. The creator of an object can specify which users may execute the methods within the object.

A final authorization-dependent model emerging from OODBMS security research has been proposed by Dr. Eduardo B. Fernandez of Florida Atlantic University. In this model the authorizations are divided into positive and negative authorizations. The Fernandez model also permits the creation of new authorizations from those originally specified by the user through the use of the semantic relationships in the data.

Dr. Naftaly H. Minsky of Rutgers University has developed a model that limits unrestricted access to objects through the use of a view mechanism similar to that used in traditional relational systems data base management systems. Minsky’s concept is to provide multiple interfaces to the objects within the data base. The model includes a list of laws, or rules, that govern the access constraints to the objects. The laws within the data base specify which actions must be taken by the system when a message is sent from one object to another. The system may allow the message to continue unaltered, block the sending of the message, send the message to another object, or send a different message to the intended object.

Although the discretionary access control models do provide varying levels of security for the information within the data base, none of the DAC models effectively addresses the problem of the authorizations provided to users. A higher level of protection within a secure OO data base model is provided through the use of mandatory access control.

MAC Methods for OODBMS Security
Dr. Bhavani Thuraisingham of MITRE Corp. proposed in 1989 a mandatory security policy called SORION. This model extends the ORION model to encompass mandatory access control. The model specifies subjects, objects, and access modes within the system, and it assigns security/sensitivity levels to each entity. Certain properties regulate the assignment of the sensitivity levels to each of the subjects, objects, and access modes. In order to gain access to the instance variables and methods in the objects, certain properties that are based on the various sensitivity levels must be satisfied.

A similar approach has been proposed in the Millen-Lunt model. This model, developed by Jonathan K. Millen of MITRE Corp. and Teresa Lunt of SRI/DARPA (Defense Advanced Research Projects Agency), also uses the assignment of sensitivity levels to the objects, subjects, and access modes within the data base. In the Millen-Lunt model, the properties that regulate the access to the information are specified as axioms within the model. This model further attempts to classify information according to three different cases:

•  The data itself is classified. 

•  The existence of the data is classified. 

•  The reason for classifying the information is also classified. 

These three classifications broadly cover the specifics of the items to be secured within the data base; however, the classification method also greatly increases the complexity of the system.

The SODA Model
Dr. Thomas F. Keefe of Pennsylvania State University proposes a model called Secure Object-Oriented Data Base (SODA). The SODA model was one of the first models to address the specific concepts in the OO paradigm. It is often used as a standard example of secure object-oriented models from which other models are compared.

The SODA model complies with MAC properties and is executed in a multilevel security system. SODA assigns classification levels to the data through the use of inheritance. However, multiple inheritance is not supported in the SODA model.

Similar to other secure models, SODA assigns security levels to subjects in the system and sensitivity levels to objects. The security classifications of subjects are checked against the sensitivity level of the information before access is allowed.

Polyinstantiation
Unlike many current secure object-oriented models, SODA allows the use of polyinstantiation as a solution to the multiparty update conflict. This problem arises when users with different security levels attempt to use the same information. The variety of clearances and sensitivities in a secure data base system result in conflicts between the objects that can be accessed and modified by the users.

Through the use of polyinstantiation, information is located in more than one location, usually with different security levels. Obviously, the more sensitive information is omitted from the instances with lower security levels.

Although polyinstantiation solves the multiparty update conflict problem, it raises a potentially greater problem in the form of ensuring the integrity of the data within the data base. Without some method of simultaneously updating all occurrences of the data in the data base, the integrity of the information quickly disappears. In essence, the system becomes a collection of several distinct data base systems, each with its own data.

CONCLUSION
The move to object-oriented DBMSs is likely to continue for the foreseeable future. Because of the increasing need for security in distributed processing environments, the expanded selection of tools available for securing information in this environment should be used fully to ensure that the data are as secure as possible. In addition, with the continuing dependence on distributed data the security of these systems must be fully integrated into existing and future network security policies and procedures.

The techniques that are ultimately used to secure commercial OODBMS implementations will depend in large part on the approaches promoted by the leading data base vendors. However, the applied research that has been conducted to date is also laying the groundwork for the security components that will in turn be incorporated in the commercial OODBMSs.

Domain 8
Cryptography 


Although cryptography is an ancient art, it had not been universally implemented in most computer systems until now. Outside of government classified systems the primary users of encryption have been financial institutions with their electronic fund transfer operations.

The advent of the Internet as a cheap vehicle for transferring information electronically to all parts of the world and its inherent lack of security has inspired the use of encryption as a protection for sensitive information. As a direct result, new and rather esoteric encryption technology has been developed and installed to meet the challenges now being recognized.

One result of the growing economic use of the Internet is the recognition by users and vendors alike that there is a need to provide a mechanism to protect the confidentiality of Internet users and the content of their transactions. One mechanism that can provide such confidentiality, when selected and used intelligently, is encryption.

Domain 8’s focus is on “Cryptography.” Chapter 8-1-1, “Cryptography and Escrowed Encryption,” gives an overview of the basic concepts of cryptography, including single-key cryptography, public-key cryptography, key negotiation, message authentication, and digital signatures. Much of this is a whole new arena for information security practitioners but demands special attention because of the dire consequences of not employing this important tool when circumstances dictate.

Section 8-1
Cryptography Applications and Uses 
Chapter 8-1-1
Cryptography and Escrowed Encryption 
Dorothy E. Denning
This chapter provides an overview of the basic concepts of cryptography, including single-key cryptography, public-key cryptography, key negotiation, authentication, and digital signatures. Particular attention is given to the new escrowed encryption chip (originally called Clipper) that is designed to provide secure communications through strong encryption while preserving law enforcement’s ability to lawfully intercept communications through a key escrow arrangement.

CRYPTOSYSTEMS
Cryptography is the art and science of transforming (i.e., encrypting) information under secret keys for the purpose of secrecy or authenticity. A cryptographic system, or cryptosystem, consists of encrypt and decrypt transformations together with a set of keys that parameterize the transformations. The encrypt function scrambles data into what appears as gibberish; the decrypt function restores the original data. The original data is referred to as plaintext or cleartext, and the scrambled data is ciphertext. Because the keys are not hard-wired into the functions, the same functions can be used with different keys. The decrypt key must be kept secret to prevent an eavesdropper from decrypting intercepted ciphertext; the transformations themselves may be public (see Exhibit 1).
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Exhibit 1.  A Cryptosystem

The strength of a cryptosystem refers to its ability to withstand attack by someone who intercepts ciphertext. A system is breakable if it is possible to systematically determine the secret key or plaintext of an intercepted ciphertext message. The process of attempting to break a cryptosystem is called cryptanalysis.

A system’s strength depends on the number of its possible keys and its underlying mathematics. If the key length, which is typically expressed as a number of bits, is too short, a system may be broken by an exhaustive search, that is, by systematically trying all possible keys until one is found that produces known or meaningful plaintext. For example, if the key length is 32 bits, there are about 4 billion possibilities. Assuming that 1 million keys can be checked per second, all 4 billion could be checked in about an hour. Even if the key length is long enough that an attack by exhaustive search is infeasible, a cryptosystem may be vulnerable to a shortcut solution that exploits the system’s underlying mathematics or some trapdoor. Examples of shortcut methods are factoring and differential cryptanalysis.

With one exception, all cryptosystems are at least theoretically breakable by exhaustive search, given sufficient resources. The exception is the one-time pad, which uses a random key as long as the message and never uses the same key more than once. In digital systems, the key and message are both streams of bits (each text character is 8 bits), and each key bit is XORed (exclusive-or’ed) with the corresponding message bit to produce a ciphertext bit. The XOR operation yields 0 if both bits are the same (i.e., 00 or 11) and 1 if they are different (i.e., 01 or 10) as illustrated by the following encryption of a message beginning with the letter H:

	Message stream 
	01001000… 

	Key stream 
	11010001… 

	Ciphertext stream 
	10011001… 


Decryption is identical except that the key bits are XORed with the ciphertext bits. The second XOR with key stream restores the original message stream because the XOR operation implements addition modulo 2, that is, for each message bit m and key bit k: 

(m (+) k) (+) k = ((m + k) (+) k)mod2 = (m + 2k)mod2 = m 

where:

(+) denotes XOR. (In modular arithmetic, all numbers are in the range from 0 through p – 1 where p is the modulus. When a combination yields a result in excess of p – 1, the result is divided by p and replaced by the remainder.) Logical AND and OR do not have this property and therefore cannot be used for encryption. 

The one-time pad is unbreakable because it is impossible to deduce any information about the key or plaintext from an intercepted ciphertext. The one-time pad and systems that stimulate it are called stream ciphers.

Although theoretically breakable, many systems are computationally strong or practically unbreakable in the sense that the resources required to break them are unavailable or prohibitively expensive. In practice, a system need only be strong enough to provide security commensurate with the risk and consequences of breakage. Increasing security usually increases costs and decreases performance; it does not make sense to pay more for encryption than the expected loss resulting from breakage.

SINGLE-KEY CRYPTOSYSTEMS
There are two types of cryptosystems: single key and public key. In a single-key cryptosystem, the encryption and decryption keys are the same (or readily derived from each other) and are kept secret. Single-key systems are also called secret-key systems and symmetric systems. Because all publicly known cryptosystems before the late 70s were single-key systems, they are also called traditional or conventional cryptosystems. Exhibit 2 illustrates single-key cryptosystems. 
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Exhibit 2.  A Single-Key Cryptosystem

In addition to secrecy, requirements for secure communications often include integrity and authenticity — protection against message tampering and against injection of bogus messages by a third party. Single-key cryptosystems provide authenticity because the secret key is needed to modify or create ciphertext that decrypts into meaningful plaintext. If meaningful plaintext is not automatically recognizable, a message authentication code (MAC) can be computed and appended to the message. The computation is a function of the entire message and a secret key; it is practically impossible to find another message with the same authenticator. The receiver checks the authenticity of the message by computing the MAC using the same secret key and then verifying that the computed value is the same as the one transmitted with the message. A MAC can be used to provide authenticity for unencrypted messages as well as for encrypted ones. The National Institute of Standards and Technology (NIST) has adopted a standard for computing a MAC. (It is found in Computer Data Authentication, Federal Information Processing Standards Publication (FIPS PUB) 113.)

Single-key systems are often used during the process of authenticating users to a system. Systems that use passwords usually store those passwords in encrypted form, using the password as the key so that the ciphertext passwords cannot be decrypted. When encryption is used this way, it effectively implements a one-way function of the secret information that cannot be reversed. (If a user forgets the password between login sessions, the password must be replaced with a new one because not even the system administrator can determine the plaintext password from the ciphertext password.) Stronger forms of user authentication are possible using access tokens and smart cards that have cryptographic capabilities.

The Data Encryption Standard
The Data Encryption Standard (DES) developed by IBM Corp. and adopted by NIST as a government standard in 1977 (FIPS PUB 46-1) is a single-key system that encrypts 64-bit blocks with a 56-bit key. After an initial permutation of the bits, a plaintext block goes through 16 iterations of a complex function and then passes through a final permutation that yields the ciphertext block. During each round, the bits undergo further permutations and are transformed by S-boxes, which define bit substitutions. The security of the algorithm depends on the S-boxes, the number of iterations, and the key length (56 bits generates about 72,058 trillion possibilities). The algorithm is public knowledge, though the design of the S-boxes is classified. Complementary metal-oxide semiconductor implementations of DES run at about 200 Mb/s.

DES can be used in four different operating modes:

1.  Electronic codebook, which encrypts 64-bit blocks as independent units. 

2.  Output feedback, which uses DES to generate a key stream that is XORed with the message stream to simulate a one-time pad. The key stream is generated by encrypting a 64-bit initialization vector with DES under a secret key to produce a segment of key bits and then repeatedly feeding those DES output bits back into DES as input to generate another segment of key bits. 

3.  Cipher feedback, which is also a stream cipher, except that the ciphertext is fed back into the DES key generator so that each encryption depends on previous ciphertext. 

4.  Cipher block chaining, which encrypts 64-bit blocks but chains them together by XORing each ciphertext block with the next plaintext block before encrypting the plaintext block. 

When DES was first introduced in 1975, some critics argued that 56-bit keys were too short and that the S-boxes, which are a critical part of the algorithm, were suspect because of involvement by the National Security Administration (NSA) and because the design documents had been classified. However, 18 years of public scrutiny has shown the algorithm and its S-boxes to be well designed. Although the DES will eventually have to be replaced as exhaustive search attacks become a practical threat, it is likely to be recertified as a government standard for another five years.

DES was adopted as a government standard to protect sensitive but unclassified information. It has also been adopted as a standard outside the government, particularly in the banking industry. The American National Standards Institute (ANSI) has adopted standards for encryption, access control, and key management that use DES. Privacy Enhanced Mail, the Internet standard for protecting E-mail, also uses DES.

Negotiating a Session Key
To use DES or any other single-key cryptosystem to encrypt communications, the two communicating parties must first agree on a secret session key, that is, a key for encrypting all communications transmitted in either direction. The process of establishing a session key is called key exchange, negotiation, or distribution.

A public-key distribution system allows the security devices operating on behalf of two parties to negotiate a secret session key without exchanging any secret values (see Exhibit 3). Each device generates a private key, which is random, secret value. Next, it computes a one-way function of that value, which results in a public key. The one-way function is computationally irreversible, so that the private key cannot be computed from the public key. The two devices then exchange their public keys. Finally, each device computes a function of its private key and the public key received from the other device. The result is a common session key that is a function of both private keys. An eavesdropper observing the exchange cannot determine the private keys and, thus, the session key.
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Exhibit 3.  Key Negotiation Using Public-Key Distribution System

The first public-key distribution method was invented by W. Diffie and M. Hellman. Exhibit 4 shows the mathematics of their scheme. In this example, user A generates a random, private key xA, and user B generates a random, private key xB. Then A computes a public key yA from xA, and B computes a public key yB from 

xB as follows: 
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Exhibit 4.  The Diffie-Hellman Key Exchange

A: yA = gXA mod p 

B: yB = gXB mod p 

where p is a global prime and g is a second global number. Arithmetic is done modulo p. The users then exchange their public y values and use them to generate a common key 

K that is a function of both x values: 

A:K = yAXA mod p = gXAXB mod p 

B:K = yAXB mod p = gXAXB mod p 

An eavesdropper intercepting the y values cannot compute the key K because he or she lacks the appropriate x value. Although in theory x can be computed from its related y value by taking the discrete log (i.e., the log mod 

p), in practice this process is intractable for large p, of around 700 or more bits. 

A public-key cryptosystem can also be used to establish a session key. In this case, the key is picked by one user and transmitted to the other using the public-key system.

Escrowed Encryption
The U.S. key escrow encryption technology emerged from an effort to make strong, affordable encryption widely available in a way that would not harm national security and public safety. The technology is based on a tamper-resistant hardware chip (originally called Clipper) that implements an NSA-designed single-key encryption algorithm called SKIPJACK, together with a method that allows all communications encrypted with the chip, regardless of what session key is used or how it is selected, to be decrypted through a special chip unique key and a special law enforcement access field (LEAF) transmitted with the encrypted communications.

The chip unique key is formed as the XOR of two components, each of which is encrypted and stored in escrow with a separate escrow agent. The key components of both escrow agents are needed to construct the chip unique key and decrypt intercepted communications. These components are released to an authorized government official only with authorized electronic surveillance and only in accordance with procedures issued and approved by the Attorney General. The key components are transmitted to a government-controlled tamper-resistant decrypt device, where they are decrypted and combined to form the chip unique key. On termination of the electronic surveillance, the keys are destroyed within the decrypt device.

The escrowed encryption technology is intended to become a government standard for sensitive but unclassified telecommunications, including voice, fax, and data transmitted on circuit-switched systems at rates as high as 14.4 Kb/s or using basic-rate ISDN or similar grade wireless service. Use of the standard outside the government is voluntary. The first product to incorporate the new chip will be the AT&T 3600 Telephone Security Device.

The SKIPJACK Algorithm
SKIPJACK is a single-key encryption algorithm that, like DES, transforms a 64-bit input block into a 64-bit output block. However, its key length is 80 bits, as compared with DES’s 56 bits. The algorithm can be used in one or more of the four operating modes defined for use with the DES. (The AT&T device uses the output feedback model.) The algorithm is classified to prevent someone from implementing it in software or hardware without providing the law enforcement access feature, thereby taking advantage of the government’s strong algorithm while rendering encrypted communications immune from lawful government surveillance.

Because the internals of the algorithm are not available for public scrutiny, the government invited outside experts in cryptography to independently evaluate the algorithm and publicly report their findings. The author was one of the reviewers, all of whom issued a joint report in July 1993 concluding that SKIPJACK appeared to be a strong encryption algorithm and that there was no significant risk that the algorithm had trapdoors or could be broken by any short-cut method of attack. (Brickell, E. F., Denning, D. E., Kent, S. T., Maher, D. P., and Tuchman, W., “The SKIPJACK Review, Interim Report: The SKIPJACK Algorithm,” July 29, 1993; available from Georgetown University, Office of Public Affairs, Washington, D.C. or by E-mail from denning@cs.georgetown.edu.) The authors also concluded that though classification is essential to protect law enforcement and national security objectives, classification does not cover up weaknesses and is not necessary to protect against a cryptanalytic attack.

With respect to an attack by exhaustive search, the reviewers used DES as a benchmark and considered the advantages of SKIPJACK’s 80-bit keys over DES’s 56 bits. Because SKIPJACK keys are 24 bits longer than DES keys, there are 224 times more possibilities to try. Therefore, under an assumption that the cost of processing power is halved every year and a half, it will be 1.5(24) = 36 years before the cost of breaking SKIPJACK by exhaustive search is comparable to the cost of breaking DES today. 

SKIPJACK, however, is but one component of a large, complex system in which the security of the entire system depends on all the components. The reviewers are therefore evaluating the entire system as it is defined and will issue a report when the evaluation is complete.

The Escrowed Encryption Chips
The SKIPJACK algorithm and method that allows for government access are implemented in a tamper-resistant escrowed encryption chip that includes the following elements:

•  The SKIPJACK encryption algorithm. 

•  An 80-bit family key (KF) that is common to all chips. 

•  A chip unique identifier (UID). 

•  An 80-bit chip unique key (KU), which is the XOR of two 80-bit chip unique key components (KUI and KU2) 

•  Specialized control software. 

These elements are programmed onto the chip after it has been manufactured. Programming takes place inside a secure facility under the control of representatives from the two escrow agents. Batches of chips are programmed in a single session.

At the start of a programming session, the representatives of the escrow agents initialize the programmer by entering parameters (i.e., random numbers) into the device, as shown in Exhibit 5. For each chip, KU1 and KU2 are computed as a function of the initialization parameters plus the UID. The KU is formed as KU1 XOR KU2. The programmer places UID and KU onto the chip along with the chip-independent components.
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Exhibit 5.  Chip Initialization

KU1 is then encrypted with a secret key encrypting key K1y assigned to escrow agent 1 to produce EK1(KU1), where EK(X) denotes the encryption of X with key (K). Similarly, KU2 is encrypted with a secret key K2 assigned to escrow agent 2 to produce EK2(KU2). The encrypted key components are each paired with the UID and given to their respective escrow agent to store in escrow. Because the key components are stored in encrypted form, they are not vulnerable to theft or unauthorized release. 

At the end of the programming session, the programmer is cleared so that the KUs cannot be obtained or computed, except by obtaining their encrypted key components from both escrow agents and using a special government decrypt device. The first set of escrowed encryption chips was manufactured by VLSI Technology, Inc. and programmed by Mykotronx. Mykotronx’s MYK78 chip runs at about 15 Mb/s in electronic codebook mode.

Encrypting with an Escrowed Encryption Chip
For two persons to use the SKIPJACK algorithm to encrypt their communications, each must have a tamper-resistant security device that contains an escrowed encryption chip. The security device is responsible for implementing the protocols needed to establish the secure channel, including negotiation or distribution of the 80-bit secret session key (KS). The AT&T 3600 Telephone Security Device uses a proprietary, enhanced version of the Diffie-Hellman public-key distribution protocol for key negotiation. The device is placed between the handset and baseset of a telephone and activated with the push of a button.

Once an 80-bit KS is established for use with an escrowed encryption chip, it is passed to the chip, and an operation is invoked to generate a LEAF from the KS and an initialization vector (IV), which may be generated by the chip. The special control software encrypts KS using the KU and then concatenates the encrypted session key with the UID and an authenticator (A). All this is encrypted using the common KF to produce the LEAF. The IV and LEAF are then transmitted to the receiving chip for synchronization and LEAF validation. Once synchronized, the session key is used to encrypt and decrypt messages in both directions. For voice communications, the message stream is first digitized. Exhibit 6 shows the transmission of the LEAF and message stream “Hello” encrypted under KS from a sender’s security device to a receiver’s device. The diagram does not show the IV.
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Exhibit 6.  An Escrowed Encryption System

In a two-way conversation, such as a phone call, each party’s security device transmits an IV and a LEAF computed by the devices chip. However, both devices use the same KS to encrypt communications transmitted to the other party and to decrypt communications received from the other party.

Law Enforcement Access
U.S. law authorizes certain government officials to intercept the wire, electronic, or oral communications of a subject under criminal investigation on obtaining a special court order. To obtain this order, the government must demonstrate that there is probable cause to believe that the subject under investigation is committing a serious felony and that communications concerning the offense will be obtained through the intercepts. Before issuing a court order, a judge must review a lengthy affidavit that sets forth all the evidence and agree with the assertions contained therein. The affidavit must also demonstrate that other investigative techniques have been tried without success, that they will not work, or that they would be too dangerous.

After the government has obtained a court order to intercept a particular line, the order is taken to the telecommunications service provider to get access to the communications associated with that line. Normally, the government leases a line from the service provider, and the service provider transmits the intercepted communications to a remote government monitoring facility over that line. If the government detects encrypted communications, the incoming line is set up to pass through a special government-controlled decrypt device as shown in Exhibit 6. The decrypt device recognizes communications encrypted with a key escrow chip, extracts the LEAF and IV, and decrypts the LEAF using the KF to pull out the UID and the encrypted session key (EKU(KS)). 

The chip identifier UID is given to the escrow agents along with a request for the corresponding chip unique key components, documentation certifying that electronic surveillance has been authorized for communications encrypted or decrypted with that chip, and the serial number of the decrypt device. On receipt of the certification, the escrow agents release the corresponding encrypted key components (EK1(KU1) and EK2(KU2)) to the government. The keys are then transmitted to the government decrypt device in such a manner as to ensure that they can be used only with that device as authorized. 

The device decrypts the KU1 and KU2 using the K1 and K2 respectively, computes the KU as KU1 XOR KU2, and decrypts the KS. Finally, the decrypt device decrypts the communications encrypted with KS. To accomplish all this, the device is initialized to include the KF and the K1 and K2.

When the escrow agents transmit the encrypted key components, they also transmit the expiration date for the authorized surveillance. It is anticipated that the decrypt device will be designed to destroy the KU and all information used to derive it on the expiration date. In the meanwhile, however, every time a new conversation starts with a new KS, the decrypt device can extract and decrypt the KS from the LEAF without the need to go through the escrow agents. Thus, except for the initial delay getting the keys, intercepted communications can be decrypted in real time for the duration of the surveillance. This real-time capability is extremely important for many types of cases, for example, kidnappings and planned terrorist attacks.

Because the same KS is used for communications sent in both directions, the decrypt device need not extract the LEAF and obtain the KU for both the caller and called to decrypt both ends of the conversation. Instead, it suffices to obtain the KU for the chip used with the telephone associated with the subject of the electronic surveillance.

An unauthorized person wishing to listen in on someone else’s communications would need to duplicate the capability of the government; that is, have access to the communications, a decrypt device, and the encrypted chip unique key components. Because a decrypt device cannot be built without knowledge of the classified algorithms, KF, and K1 and K2, an adversary almost certainly needs to acquire a decrypt device from the government (e.g., by theft or bribery).

PUBLIC-KEY CRYPTOSYSTEMS
In a public-key cryptosystem, or asymmetric system, each user or application has a pair of permanent or long-term keys — a public key and a private key. The public key can be freely distributed or stored in a public directory, but the private key must be known only to the user or the user’s cryptographic chip. Because the public and private keys must be mathematically related, the private key cannot be derived from the public key.

The advantage of public-key systems is that they allow the transmission of secret messages without the need to exchange a secret key. To send a message, the sender obtains the receiver’s public key and uses it to encrypt the message. The receiver than decrypts the message using its private key. The sender’s keys are not used (they would be used in a reply). Exhibit 7 illustrates this process.
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Exhibit 7.  A Public-Key, or Two-Key, Cryptosystem

Public-key cryptosystems can provide secrecy but not authenticity. This is true because a third party, with access to the receiver’s public encryption key, can inject bogus ciphertext that decrypts into meaningful plaintext. To get authenticity, it is necessary to combine a public-key cryptosystem with a public-key signature system.

The RSA System
The RSA System is a public-key system named after its inventors, Rivest, Shamir, and Adleman (Rivest, R. L., Shamir, A., and Adleman, L., “A Method for Obtaining Digital Signatures and Public-Key Cryptosystems,” Comm. ACM, Vol. 21(2), Feb. 1978, pp. 120–128). Encryption and decryption are both performed by raising a large message block to an exponent in modular arithmetic. A public key consists of a modulus, which is the product of two large secret primes and an exponent. The corresponding private key consists of the modulus, the primes, and a secret exponent that cannot be determined without knowing the primes. The exponents are related in such a way that applying them in succession restores the original message. 

Exhibit 8 illustrates this process. Each user in this exhibit has a public-private key pair based on a unique 512 to 1024 bit modulus n, where n = pq for secret primes p and q. The public key consists of n and an exponent e; the private key consists of n and a secret exponent d that is the inverse of e mod (p -1)(q -1). The secret primes p and q are also considered to be part of the private key, but once the exponents are generated, they are not used. For encryption, only the receiver’s keys are used. The sender encrypts a message block M by raising it to the receiver’s public exponent e (mod n). The receiver decrypts the ciphertext by raising it to its private exponent d (mod n). Decryption restores the original message because the relationship between e and d has the property that (Me mod n)d (modn) = (Med mod n) = M. 
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Exhibit 8.  An RSA Public-Key Cryptosystem

The key size is on the order of 512 to 1024 bits. This is about an order of magnitude greater than what is needed to protect against an attack by exhaustive search. The extra length is needed to protect against an attack based on factoring the modulus into its primes. For large numbers of 700 bits or more, factoring is thought to be intractable.

The RSA cryptosystem is considerably more time consuming than single-key systems, which typically use simple permutations and substitutions of bits. For this reason, it is not used to encrypt general communications or data. However, it is used to distribute the session key used with a single-key system. To send an encrypted message, the sender generates a session key, encrypts the message under the session key by using the single-key system, and encrypts the session key under the receiver’s public key by using RSA. The RSA-encrypted session key is then transmitted along with the encrypted message. Internet Privacy Enhanced Mail uses RSA and DES in this way to encrypt E-mail messages. It also uses RSA to compute digital signatures for messages.

Fair Public-Key Cryptosystems
A fair public-key cryptosystem has an objective similar to that of the escrowed encryption devices, namely to provide strong encryption for privacy and security while at the same time allowing law enforcement access when legally authorized. The concept, introduced by Silvio Micali (in “Fair Public-Key Cryptosystems,” Laboratory for Computer Science, MIT, Aug. 21, 1992), is realized by splitting each private key into multiple parts and registering each part with a separate key escrow agency. It differs from the escrowed encryption system in that the key parts are generated and distributed in such a way that a key management center can verify in advance that the distributed parts, when combined, will produce the original key. This is done using only the public key and other public information derived from the key parts. Another difference is that the escrowed keys are associated with a particular person rather than a device serial number.

The main advantage of Micali’s method is that it can be used with software encryption because it does not need any secret algorithms. In addition, it permits keys to be escrowed multiple times, for example, with the escrow agents of different countries and with the escrow agents chosen by a business. The main disadvantage is that it relies on a completely voluntary registration system; the key escrow process is not coupled with a manufacturing process. This drawback can be mitigated somewhat if registration of secret keys is coupled with the process of registering public keys for the purpose of obtaining a certificate establishing the authenticity of the key and its legal use for digital signatures and if software or hardware systems are written to require signed certificates. Another disadvantage is that the data base of keys associates the keys with particular persons.

DIGITAL SIGNATURE SYSTEMS
A digital signature is a block of data attached to a message (e.g., document, file, or record) that binds the message to a particular individual (or entity) such that the signature can be verified by the receiver or independent third party (e.g., a judge) and such that it cannot be forged. The binding is accomplished through a digital signature system, which is like a public-key cryptosystem in that each user has a public-private key pair that is used with a pair of functions. To sign a message, the sender first computes a condensed digest of the message using a public hash function. A cryptographic signature function, keyed to the sender’s private key, is then applied to the digest and the resulting digital signature is transmitted to the receiver along with the message. The receiver verifies the message by first hashing it to the digest and then applying a verification function, keyed to the sender’s public key, to the digest and signature. The message itself may be passed in the clear or in encrypted form by using some other method (see Exhibit 9).
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Exhibit 9.  A Public-Key Signature System

The hash function must have the property that for a given digest, it is practically impossible for the receiver or anyone else to find a second message with the same digest. This condition protects against the substitution of a bogus message at a later date. In addition, the function must have the property that it is practically impossible to find two different messages that hash to a common digest. This protects against someone generating two messages, only one of which the signer is willing to sign, and then later claiming that the other message was signed. The secure hash algorithm (SHA), which condenses a message to 160 bits, meets both conditions and has been adopted as the government standard.

Digital signatures provide nonrepudiation in that the signer cannot falsely deny having originated the message. Thus, digital signatures can be used with electronic contracts, purchase orders, and other legally binding documents in the same way that written signatures are used to sign such documents. In addition, digital signatures can be used to authenticate software (e.g., to protect against computer viruses), data, images, users, and machines. For example, a smart card with a digital signature capability can be used to authenticate a user to a computer.

The RSA public-key system can be used as a signature system as well as a cryptosystem. For signatures, the sender’s modulus and public and private exponents are used rather than the receiver’s, as is the case with encryption.

Exhibit 10 illustrates how an RSA signature system works. To send a signed message, the sender’s public-private key pair with modulus n and exponents e and d is used. To sign a message, the sender first hashes the message into a digest z using any hash method (e.g., MD5). The digest is then signed by raising it to the sender’s private exponent d (mod n). The resulting signature is transmitted to the receiver along with the original message, possibly encrypted if secrecy is also desired. After hashing the message (decrypting it first if necessary), the receiver validates the signature by raising it to the public exponent e (mod n) and verifying that the result is the same as the computed digest. 
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Exhibit 10.  RSA Signature System

The Digital Signature Standard
In 1991, NIST proposed a Digital Signature Standard (DSS) for government systems (“A Proposed Federal Information Processing Standard for Digital Signature Standard (DSS),” Federal Register, Vol. 56, Aug. 1991, p. 169). Unlike RSA, the DSS is strictly a signature system; it cannot be used as a cryptosystem for message secrecy. Because neither the signing function nor the verification function undoes the other, one cannot be used for encryption and the other for decryption (with RSA, both functions are identical and undo each other). The DSS uses the SHA to condense a message before signing (see Exhibit 11). 
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Exhibit 11.  The DSS

The DSS performs exponentiations of large numbers in modular arithmetic. The key size is 512 to 1024 bits, and security depends on the difficulty of inverting the exponentiations, that is, computing discrete logs. This is approximately the same as factoring; therefore, the security of DSS is comparable to that of RSA.

Public-Key Certificates
Public-key cryptosystems and signature systems are attractive because they can achieve secrecy by exchanging only public information. There is, however, a security risk with public keys, namely the substitution of fake public keys. For example, if a masquerader substitutes his or her own public key for that of some other person, others may accept signatures created by the masquerader, believing them to be from the masquerader’s victim.

To protect against this threat, public keys can be packaged in signed certificates that validate the keys. Before using a public key, the certificate is validated (i.e., its signature is checked). A certificate typically contains the user’s identification, public key, and a time or date stamp. It is digitally signed by a certification authority, whose own keys may be certified by a higher level authority up to some top-level authority. Certificates are obtained from the certification authority electronically. Once obtained, they can be cached or distributed with the messages that use their keys. NIST has sponsored a study of alternatives for automating management of public keys and certificates in both a national and an international environment.

SUMMARY
What does the future hold for escrowed encryption chips? Public-key methods for negotiating session keys and signing messages will be combined with the functions of the escrowed encryption chips to provide a general-purpose chip capable of implementing secure encryption, law enforcement access, and digital signatures. The enhanced chips, originally called Capstone, will include:

•  The SKIPJACK encryption algorithm. 

•  The 80-bit KF. 

•  A chip UID. 

•  An 80-bit chip KU. 

•  Specialized control software. 

•  A public-key negotiation algorithm (probably Diffie-Hellman). 

•  The DSA used with the DSS. 

•  The SHA, also used with the DSS. 

•  A general-purpose high-speed exponentiation algorithm. 

•  A random number generator that uses a pure noise source. 

The enhanced chips will initially be used by the Preliminary Message Security Protocol in the Defense Messaging System.

Domain 9
Computer Operations Security 


Domain 9 examines “Operator, Hardware, and Media Controls” used to protect these resources from their environment and intruders as well as from operators with access privileges to them. The information security professional should know what resources must be protected, the operator privileges that must be restricted, the control mechanisms that are available, and the potential for abuse of access.

Resource protection, privileged-entity control, and hardware control are critical aspects of operations controls that must be thoroughly understood by information security professionals. Chapter 9-1-1, “Operations Security and Controls,” provides a detailed description of these concepts.

Section 9-1
Operator, Hardware, and Media Controls 
Chapter 9-1-1
Operations Security and Controls 
Patricia A.P. Fisher
Operations security and controls safeguard information assets while the data is resident in the computer or otherwise directly associated with the computing environment. The controls address both software and hardware as well as such processes as change control and problem management. Physical controls are not included and may be required in addition to operations controls.

Operations security and controls can be considered the heart of information security because they control the way data is accessed and processed. No information security program is complete without a thoroughly considered set of controls designed to promote both adequate and reasonable levels of security. The operations controls should provide consistency across all applications and processes; however, the resulting program should be neither too excessive nor too repressive.

Resource protection, privileged-entity control, and hardware control are critical aspects of the operations controls. To understand this important security area, managers must first understand these three concepts. The following sections give a detailed description of them.

RESOURCE PROTECTION
Resource protection safeguards all of the organization’s computing resources from loss or compromise, including main storage, storage media (e.g., tape, disk, and optical devices), communications software and hardware, processing equipment, standalone computers, and printers. The method of protection used should not make working within the organization’s computing environment an onerous task, nor should it be so flexible that it cannot adequately control excesses. Ideally, it should obtain a balance between these extremes, as dictated by the organization’s specific needs.

This balance depends on two items. One is the value of the data, which may be stated in terms of intrinsic value or monetary value. Intrinsic value is determined by the data’s sensitivity — for example, health- and defense-related information have a high intrinsic value. The monetary value is the potential financial or physical losses that would occur should the data be violated.

The second item is the ongoing business need for the data, which is particularly relevant when continuous availability (i.e., round-the-clock processing) is required.

When a choice must be made between structuring communications to produce a user-friendly environment, in which it may be more difficult for the equipment to operate reliably, and ensuring that the equipment is better controlled but not as user friendly (emphasizing availability), control must take precedence. Ease of use serves no purpose if the more basic need for equipment availability is not considered.

Resource protection is designed to help reduce the possibility of damage that might result from unauthorized disclosure and alteration of data by limiting opportunities for misuse. Therefore, both the general user and the technician must meet the same basic standards against which all access to resources is applied.

A more recent aspect of the need for resource protection involves legal requirements to protect data. Laws surrounding the privacy and protection of data are rapidly becoming more restrictive. Increasingly, organizations that do not exercise due care in the handling and maintenance of data are likely to find themselves at risk of litigation. A consistent, well-understood user methodology for the protection of information resources is becoming more important to not only reduce information damage and limit opportunities for misuse but to reduce litigation risks.

Accountability
Access and use must be specific to an individual user at a particular moment in time; it must be possible to track access and use to that individual. Throughout the entire protection process, user access must be appropriately controlled and limited to prevent excess privileges and the opportunity for serious errors. Tracking must always be an important dimension of this control. At the conclusion of the entire cycle, violations occurring during access and data manipulation phases must be reported on a regular basis so that these security problems can be solved.

Activity must be tracked to specific individuals to determine accountability. Responsibility for all actions is an integral part of accountability; holding someone accountable without assigning responsibility is meaningless. Conversely, to assign responsibility without accountability makes it impossible to enforce responsibility. Therefore, any method for protecting resources requires both responsibility and accountability for all of the parties involved in developing, maintaining, and using processing resources.

An example of providing accountability and responsibility can be found in the way some organizations handle passwords. Users are taught that their passwords are to be stored in a secure location and not disclosed to anyone. In some organizations, first-time violators are reprimanded; if they continue to expose organizational information, however, penalties may be imposed, including dismissal.

Violation Processing
To understand what has actually taken place during a computing session, it is often necessary to have a mechanism that captures the detail surrounding access, particularly accesses occurring outside the bounds of anticipated actions. Any activity beyond those designed into the system and specifically permitted by the generally established rules of the site should be considered a violation.

Capturing activity permits determination of whether a violation has occurred or whether elements of software and hardware implementation were merely omitted, therefore requiring modification. In this regard, tracking and analyzing violations are equally important. Violation tracking is necessary to satisfy the requirements for the due care of information. Without violation tracking, the ability to determine excesses or unauthorized use becomes extremely difficult, if not impossible. For example, a general user might discover that, because of an administrative error, he or she can access system control functions. Adequate, regular tracking highlights such inappropriate privileges before errors can occur.

An all-too-frequently overlooked component of violation processing is analysis. Violation analysis permits an organization to locate and understand specific trouble spots, both in security and usability. Violation analysis can be used to find:

•  The types of violations occurring. For example: 

—Are  repetitive mistakes being made? This might be a sign of poor implementation or user training. 

—Are  individuals exceeding their system needs? This might be an indication of weak control implementation. 

—Do  too many people have too many update abilities? This might be a result of inadequate information security design. 

•  Where the violations are occurring, which might help identify program or design problems. 

•  Patterns that can provide an early warning of serious intrusions (e.g., hackers or disgruntled employees). 

A specialized form of violation examination, intrusion analysis (i.e., attempting to provide analysis of intrusion patterns), is gaining increased attention. As expert systems gain in popularity and ability, their use in analyzing patterns and recognizing potential security violations will grow. The need for such automated methods is based on the fact that intrusions continue to increase rapidly in quantity and intensity and are related directly to the increasing number of personal computers connected to various networks. The need for automated methods is not likely to diminish in the near future, at least not until laws surrounding computer intrusion are much more clearly defined and enforced.

Currently, these laws are not widely enforced because damages and injuries are usually not reported and therefore cannot be proven. Overburdened law enforcement officials are hesitant to actively pursue these violations because they have more pressing cases (e.g., murder and assault). Although usually less damaging from a physical injury point of view, information security violations may be significantly damaging in monetary terms. In several well-publicized cases, financial damage has exceeded $10 million. Not only do violation tracking and analysis assist in proving violations by providing a means for determining user errors and the occasional misuse of data, they also provide assistance in preventing serious crimes from going unnoticed and therefore unchallenged.

Clipping Levels
Organizations usually forgive a particular type, number, or pattern of violations, thus permitting a predetermined number of user errors before gathering this data for analysis. An organization attempting to track all violations, without sophisticated statistical computing ability, would be unable to manage the sheer quantity of such data. To make a violation listing effective, a clipping level must be established.

The clipping level establishes a baseline for violation activities that may be normal user errors. Only after this baseline is exceeded is a violation record produced. This solution is particularly effective for small- to medium-sized installations. Organizations with large-scale computing facilities often track all violations and use statistical routines to cull out the minor infractions (e.g., forgetting a password or mistyping it several times).

If the number of violations being tracked becomes unmanageable, the first step in correcting the problems should be to analyze why the condition has occurred. Do users understand how they are to interact with the computer resource? Are the rules too difficult to follow? Violation tracking and analysis can be valuable tools in assisting an organization to develop thorough but useable controls. Once these are in place and records are produced that accurately reflect serious violations, tracking and analysis become the first line of defense. With this procedure, intrusions are discovered before major damage occurs and sometimes early enough to catch the perpetrator. In addition, business protection and preservation are strengthened.

Transparency
Controls must be transparent to users within the resource protection schema. This applies to three groups of users. First, all authorized users doing authorized work, whether technical or not, need to feel that computer system protection requirements are reasonably flexible and are not counterproductive. Therefore, the protection process must not require users to perform extra steps; instead, the controls should be built into the computing functions, encapsulating the users’ actions and producing the multiple commands expected by the system.

The second group of users consists of authorized users attempting unauthorized work. The resource protection process should capture any attempt to perform unauthorized activity without revealing that it is doing so. At the same time, the process must prevent the unauthorized activity. This type of process deters the user from learning too much about the protective mechanism yet controls permitted activities.

The third type of user consists of unauthorized users attempting unauthorized work. With unauthorized users, it is important to deny access transparently to prevent the intruder from learning anything more about the system than is already known.

User Access Authorities
Resource protection mechanisms may be either manual or automatic. The size of the installation must be evaluated when the security administrator is considering the use of a manual methodology because it can quickly be outgrown, becoming impossible to control and maintain. Automatic mechanisms are typically more costly to implement but may soon recoup their cost in productivity savings.

Regardless of the automation level of a particular mechanism, it is necessary to be able to separate types of access according to user needs. The most effective approach is one of least privilege; that is, users should not be allowed to undertake actions beyond what their specific job responsibilities warrant. With this method, it is useful to divide users into several groups. Each group is then assigned the most restrictive authority available while permitting users to carry out the functions of their jobs.

There are several options to which users may be assigned. The most restrictive authority and the one to which most users should be assigned is read only. Users assigned to read only are allowed to view data but are not allowed to add, delete, or make changes.

The next level is read/write access, which allows users to add or modify data within applications for which they have authority. This level permits individuals to access a particular application and read, add, and write over data in files copied from the original location.

A third access level is change. This option permits the holder not only to read a file and write data to another file location but to change the original data, thereby altering it permanently.

When analyzing user access authorities, the security practitioner must distinguish between access to discretionary information resources (which is regulated only by personal judgment) and access to nondiscretionary resources (which is strictly regulated on the basis of the predetermined transaction methodology). Discretionary user access is defined as the ability to manipulate data by using custom-developed programs or a general-purpose utility program. The only information logged for discretionary access in an information security control mechanism is the type of data accessed and at what level of authority. It is not possible to identify specific uses of the data.

Nondiscretionary user access, on the other hand, is performed while executing specific business transactions that affect information in a predefined way. For this type of access, users can perform only certain functions in carefully structured ways. For example, in a large accounting system, many people prepare transactions that affect the ledger. Typically, one group of accounting analysts is able to enter the original source data but not to review or access the overall results. Another group has access to the data for review but is not able to alter the results. In addition, with nondiscretionary access, the broad privileges assigned to a user for working with the system itself should be analyzed in conjunction with the user’s existing authority to execute the specific transactions needed for the current job assignment. This type of access is important when a user can be authorized to both read and add information but not to delete or change it. For example, bank tellers need access to customer account information to add deposits but do not need the ability to change any existing information.

At times, even nondiscretionary access may not provide sufficient control. In such situations, special access controls can be invoked. Additional restrictions may be implemented in various combinations of add, change, delete, and read capabilities. The control and auditability requirements that have been designed into each application are used to control the management of the information assets involved in the process.

Special Classifications
A growing trend is to give users access to only resource subsets or perhaps to give them the ability to update information only when performing a specific task and following a specific procedure. This has created the need for a different type of access control in which authorization can be granted on the basis of both the individual requesting resource access and the intended use of that resource. This type of control can be exercised by the base access control mechanism (i.e., the authorization list, including user ID and program combinations).

Another method sometimes used provides the required access authority along with the programs the user has authorization for; this information is provided only after the individual’s authority has been verified by an authorization program. This program may incorporate additional constraints (e.g., scoped access control) and may include thorough access logging along with ensuring data integrity when updating information.

Scoped access control is necessary when users need access only to selected areas or records within a resource, thereby controlling the access granted to a small group on the basis of an established method for separating that group from the rest of the data. In general, the base access control mechanism is activated at the time of resource initialization (i.e., when a data set is prepared for access). Therefore, scoped access control should be provided by the data base management system or the application program. For example, in personnel systems, managers are given authority to access only the information related to their employees.

PRIVILEGED-ENTITY CONTROL
Levels of privileges provide users with the ability to invoke the commands needed to accomplish their work. Every user has some degree of privilege. The term, however, has come to be applied more to those individuals performing specialized tasks that require broad capabilities than to the general user. In this context, a privilege provides the authority necessary to modify control functions (e.g., access control, logging, and violation detection) or may provide access to specific system vulnerabilities. (Vulnerabilities are elements of the system’s software or hardware that can be used to gain unauthorized access to system facilities or data.) Thus, individuals in such positions as systems programming, operations, and systems monitoring are authorized to do more than general users.

A privilege can be global when it is applicable to the entire system, function-oriented when it is restricted to resources grouped according to a specific criterion, or application specific when it is implemented within a particular piece of application code. It should be noted that when an access control mechanism is compromised, lower-level controls may also be compromised. If the system itself is compromised, all resources are exposed regardless of any lower-level controls that may be implemented.

Indirect authorization is a special type of privilege by which access granted for one resource may give control over another privilege. For example, a user with indirect privileges may obtain authority to modify the password of a privileged user (e.g., the security administrator). In this case, the user does not have direct privileges but obtains them by signing on to the system as the privileged user (although this would be a misuse of the system). The activities of anyone with indirect privileges should be regularly monitored for abuse.

Extended or special access to computing resources is termed privileged-entity access. Extended access can be divided into various segments, called classes, with each succeeding class more powerful than those preceding it. The class into which general system users are grouped is the lowest, most restrictive class; a class that permits someone to change the computing operating system is the least restrictive, or most powerful. All other system support functions fall somewhere between these two.

Users must be specifically assigned to a class; users within one class should not be able to complete functions assigned to users in other classes. This can be accomplished by specifically defining class designations according to job functions and not permitting access ability to any lower classes except those specifically needed (e.g., all users need general user access to log on to the system). An example of this arrangement is shown in Exhibit 1.
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Exhibit 1.  Sample Privileged-Entity Access

System users should be assigned to a class on the basis of their job functions; staff members with similar computing access needs are grouped together with a class. One of the most typical problems uncovered by information security audits relates to the implementation of system assignments. Often, sites permit class members to access all lesser functions (i.e., toward A in Exhibit 1). Although it is much simpler to implement this plan than to assign access strictly according to need, such a plan provides little control over assets.

The more extensive the system privileges given within a class, the greater the need for control and monitoring to ensure that abuses do not occur. One method for providing control is to install an access control mechanism, which may be purchased from a vendor (e.g., RACF, CA-TOP, SECRET, and CA-ACF2) or customized by the specific site or application group. To support an access control mechanism, the computer software provides a system control program. This program maintains control over several aspects of computer processing, including allowing use of the hardware, enforcing data storage conventions, and regulating the use of I/O devices.

The misuse of system control program privileges may give a user full control over the system, because altering control information or functions may allow any control mechanism to be compromised. Users who abuse these privileges can prevent the recording of their own unauthorized activities, erase any record of their previous activities from the audit log, and achieve uncontrolled access to system resources. Furthermore, they may insert a special code into the system control program that can allow them to become privileged at any time in the future.

The following sections discuss the way the system control program provides control over computer processing.

Restricting Hardware Instructions
The system control program can restrict the execution of certain computing functions, permitting them only when the processor is in a particular functional state (known as privileged or supervisor state) or when authorized by architecturally defined tables in control storage. Programs operate in various states, during which different commands are permitted. To be authorized to execute privileged hardware instructions, a program should be running in a restrictive state that allows these commands.

Instructions permitting changes in the program state are classified as privileged and are available only to the operating system and its extensions. Therefore, to ensure adequate protection of the system, only carefully selected individuals should be able to change the program state and execute these commands.

Controlling Main Storage
The use of address translation mechanisms can provide effective isolation between different users’ storage locations. In addition, main storage protection mechanisms protect main storage control blocks against unauthorized access. One type of mechanism involves assignment of storage protection keys to portions of main storage to keep unauthorized users out.

The system control program can provide each user section of the system with a specific storage key to protect against read-only or update access. In this methodology, the system control program assigns a key to each task and manages all requests to change that key. To obtain access to a particular location in storage, the requesting routine must have an identical key or the master key.

Constraining I/O Operations
If desired, I/O instructions may be defined as privileged and issued only by the system control program after access authority has been verified. In this protection method, before the initiation of any I/O operations, a user’s program must notify the system control program of both the specific data and the type of process requested. The system control program then obtains information about the data set location, boundaries, and characteristics that it uses to confirm authorization to execute the I/O instruction.

The system control program controls the operation of user programs and isolates storage control blocks to protect them from access or alteration by an unauthorized program. Authorization mechanisms for programs using restricted system functions should not be confused with the mechanisms invoked when a general user requests a computing function. In fact, almost every system function (e.g., the user of any I/O device, including a display station or printer) implies the execution of some privileged system functions that do not require an authorized user.

Privilege Definition
All levels of system privileges must be defined to the operating system when hardware is installed, brought online, and made available to the user community. As the operating system is implemented, each user ID, along with an associated level of system privileges, is assigned to a predefined class within the operating system. Each class is associated with a maximum level of activity.

For example, operators are assigned to the class that has been assigned those functions that must be performed by operations personnel. Likewise, systems auditors are assigned to a class reserved for audit functions. Auditors should be permitted to perform only those tasks that both general users and auditors are authorized to perform, not those permitted for operators. By following this technique, the operating system may be partitioned to provide no more access than is absolutely necessary for each class of user.

Particular attention must be given to password management privileges. Some administrators must have the ability and therefore the authorization to change another user’s password, and this activity should always be properly logged. The display password feature, which permits all passwords to be seen by the password administrator, should be disabled or blocked. If not disabled, this feature can adversely affect accountability, because it allows some users to see other users’ passwords.

Privilege Control and Recertification
Privileged-entity access must be carefully controlled, because the user IDs associated with some system levels are very powerful and can be used inappropriately, causing damage to information stored within the computing resource. As with any other group of users, privileged users must be subject to periodic recertification to maintain the broad level of privileges that have been assigned to them. The basis for recertification should be substantiation of a continued need for the ID. Need, in this case, should be no greater than the regular, assigned duties of the support person and should never be allocated on the basis of organizational politics or backup.

A recertification process should be conducted on a regular basis, at least semi-annually, with the line management verifying each individual’s need to retain privileges. The agreement should be formalized yet not bureaucratic, perhaps accomplished by initialing and dating a list of those IDs that are to be recertified. By structuring the recertification process to include authorization by managers of personnel empowered with the privileges, a natural separation of duties occurs. This separation is extremely important to ensure adequate control. By separating duties, overallocation of system privileges is minimized.

For example, a system programmer cannot receive auditor privileges unless the manager believes this function is required within the duties of the particular job. On the other hand, if a special project requires a temporary change in system privileges, the manager can institute such a change for the term of the project. These privileges can then be canceled after the project has been completed.

Emergency Procedures
Privileged-entity access is often granted to more personnel than is necessary to ensure that theoretical emergency situations are covered. This should be avoided and another process employed during emergencies — for example, an automated process in which support personnel can actually assign themselves increased levels of privileges. In such instances, an audit record is produced, which calls attention to the fact that new privileges have been assigned. Management can then decide after the emergency whether it is appropriate to revoke the assignment. However, management must be notified so the support person’s subsequent actions can be tracked.

A much more basic emergency procedure might involve leaving a privileged ID password in a sealed envelope with the site security staff. When the password is needed, the employee must sign out the envelope, which establishes ownership of the expanded privileges and alerts management. Although this may be the least preferred method of control, it alerts management that someone has the ability to access powerful functions. Audit records can then be examined for details of what that ID has accessed. Although misuse of various privileged functions cannot be prevented with this technique, reasonable control can be accomplished without eliminating the ability to continue performing business functions in an efficient manner.

Activity Reporting
All activity connected with privileged IDs should be reported on logging audit records. These records should be reviewed periodically to ensure that privileged IDs are not being misused. Either a sample of the audit records should be reviewed using a predetermined methodology incorporating approved EDP auditing and review techniques or all accesses should be reviewed using expert system applications. Transactions that deviate from those normally conducted should be examined and, if necessary, fully investigated.

Under no circumstances should management skip the regular review of these activities. Many organizations have found that a regular review process deters curiosity and even mischief within the site and often produces the first evidence of attempted hacking by outsiders.

CHANGE MANAGEMENT CONTROLS
Additional control over activities by personnel using privileged access IDs can be provided by administrative techniques. For example, the most easily sidestepped control is change control. Therefore, every computing facility should have a policy regarding changes to operating systems, computing equipment, networks, environmental facilities (e.g., air-conditioning, water, heat, plumbing, electricity, and alarms), and applications. A policy is necessary if change is to be not only effective but orderly, because the purpose of the change control process is to manage changes to the computing environment.

The goals of the management process are to eliminate problems and errors and to ensure that the entire environment is stable. To achieve these goals, it is important to:

•  Ensure orderly change. In a facility that requires a high level of systems availability, all changes must be managed in a process that can control any variables that may affect the environment. Because change can be a serious disruption, however, it must be carefully and consistently controlled. 

•  Inform the computing community of the change. Changes assumed to affect only a small subsection of a site or group may in fact affect a much broader cross-section of the computing community. Therefore, the entire computing community should receive adequate notification of impending changes. It is helpful to create a committee representing a broad cross-section of the user group to review proposed changes and their potential effect on users. 

•  Analyze changes. The presentation of an intended change to an oversight committee, with the corresponding documentation of the change, often effectively exposes the change to careful scrutiny. This analysis clarifies the originator’s intent before the change is implemented and is helpful in preventing erroneous or inadequately considered changes from entering the system. 

•  Reduce the impact of changes on service. Computing resources must be available when the organization needs them. Poor judgment, erroneous changes, and inadequate preparation must not be allowed in the change process. A well-structured change management process prevents problems and keeps computing services running smoothly. 

General procedures should be in place to support the change control policy. These procedures must, at the least, include steps for instituting a major change to the site’s physical facility or to any major elements of the system’s software or hardware. The following steps should be included:

1.  Applying to introduce a change. A method must be established for applying to introduce a change that will affect the computing environment in areas covered by the change control policy. Change control requests must be presented to the individual who will manage the change through all of its subsequent steps. 

2.  Cataloging the change. The change request should be entered into a change log, which provides documentation for the change itself (e.g., the timing and testing of the change). This log should be updated as the change moves through the process, providing a thorough audit trail of all changes. 

3.  Scheduling the change. After thorough preparation and testing by the sponsor, the change should be scheduled for review by a change control committee and for implementation. The implementation date should be set far enough in advance to provide the committee with sufficient review time. At the meeting with the change control committee, all known ramifications of the change should be discussed. If the committee members agree that the change has been thoroughly tested, it should be entered on the implementation schedule and noted as approved. All approvals and denials should be in writing, with appropriate reasons given for denials. 

4.  Implementing the change. The final step in the change process is application of the change to the hardware and software environment. If the change works correctly, this should be noted on the change control form. When the change does not perform as expected, the corresponding information should be gathered, analyzed, and entered on the change control form, as a reference to help avoid a recurrence of the same problem in the future. 

5.  Reporting changes to management. Periodically, a full report summarizing change activity should be submitted to management. This helps ensure that management is aware of any quality problems that may have developed and enables management to address any service problems. 

These steps should be documented and made known to all involved in the change process. Once a change process has been established, someone must be assigned the responsibility for managing all changes throughout the process.

HARDWARE CONTROL
Security and control issues often revolve around software and physical needs. In addition, the hardware itself can have security vulnerabilities and exposures that need to be controlled. The hardware access control mechanism is supported by operating system software. However, hardware capabilities can be used to obtain access to system resources. Software-based control mechanisms, including audit trail maintenance, are ineffective against hardware-related access. Manual control procedures should be implemented to ensure that any hardware vulnerability is adequately protected.

When the system control program is initialized, the installation personnel select the desired operating system and other software code. However, by selecting a different operating system or merely a different setup of the operating system (i.e., changing the way the hardware mechanisms are used), software access control mechanisms can be defeated.

Some equipment provides hardware maintenance functions that allow main storage display and modification in addition to the ability to trace all program instructions while the system is running. These capabilities enable someone to update system control block information and obtain system privileges for use in compromising information. Although it is possible to access business information directly from main storage, the information may be encrypted. It is simpler to obtain privileges and run programs that can turn encrypted data into understandable information.

Another hardware-related exposure is the unauthorized connection of a device or communications line to a processor that can access information without interfacing with the required controls. Hardware manufacturers often maintain information on their hardware’s vulnerabilities and exposures. Discussions with specific vendors should provide data that will help control these vulnerabilities.

Problem Management
Although problem management can affect different areas within computer services, it is most often encountered in dealing with hardware. This control process reports, tracks, and resolves problems affecting computer services. Management should be structured to measure the number and types of problems against predetermined service levels for the area in which the problem occurs. This area of management has three major objectives:

1.  Reducing failures to an acceptable level. 

2.  Preventing recurrences of problems. 

3.  Reducing impact on service. 

Problems can be organized according to the types of problems that occur, enabling management to better focus on and control problems and thereby providing more meaningful measurement. Examples of the problem types include:

•  Performance and availability. 

•  Hardware. 

•  Software. 

•  Environment (e.g., air-conditioning, plumbing, and heating). 

•  Procedures and operations (e.g., manual transactions). 

•  Network. 

•  Safety and security. 

All functions in the organization that are affected by these problems should be included in the control process (e.g., operations, system planning, network control, and systems programming).

Problem management should investigate any deviations from standards, unusual or unexplained occurrences, unscheduled initial program loads, or other abnormal conditions. Each is examined in the following sections.

Deviations from Standards
Every organization should have standards against which computing service levels are measured. These may be as simple as the number of hours a specific CPU is available during a fixed period of time. Any problem that affects the availability of this CPU should be quantified into time and deducted from the available service time. The resulting total provides a new, lower service level. This can be compared with the desired service level to determine the deviation.

Unusual or Unexplained Occurrences
Occasionally, problems cannot be readily understood or explained. They may be sporadic or appear to be random; whatever the specifics, they must be investigated and carefully analyzed for clues to their source. In addition, they must be quantified and grouped, even if in an Unexplained category. Frequently, these types of problems recur over a period of time or in similar circumstances, and patterns begin to develop that eventually lead to solutions.

Unscheduled Initial Program Loads
The primary reason a site undergoes an unscheduled initial program load (IPL) is that a problem has occurred. Some portion of the hardware may be malfunctioning and therefore slowing down, or software may be in an error condition from which it cannot recover. Whatever the reason, an occasional system queue must be cleared, hardware and software cleansed and an IPL undertaken. This should be reported in the problem management system and tracked.

Other Abnormal Conditions
In addition to the preceding problems, such events as performance degradation, intermittent or unusual software failures, and incorrect systems software problems may occur. All should be tracked.

Problem Resolution
Problems should always be categorized and ranked in terms of their severity. This enables responsible personnel to concentrate their energies on solving those problems that are considered most severe, leaving those of lesser importance for a more convenient time.

When a problem can be solved, a test may be conducted to confirm problem resolution. Often, however, problems cannot be easily solved or tested. In these instances, a more subjective approach may be appropriate. For example, management may decide that if the problem does not recur within a predetermined number of days, the problem can be considered closed. Another way to close such problems is to reach a major milestone (e.g., completing the organization’s year-end processing) without a recurrence of the problem.

SUMMARY
Operations security and control is an extremely important aspect of an organization’s total information security program. The security program must continuously protect the organization’s information resources within data center constraints. However, information security is only one aspect of the organization’s overall functions. Therefore, it is imperative that control remain in balance with the organization’s business, allowing the business to function as productively as possible. This balance is attained by focusing on the various aspects that make information security not only effective but as simple and transparent as possible.

Some elements of the security program are basic requirements. For example, general controls must be formulated, types of system use must be tracked, and violations must be tracked in any system. In addition, use of adequate control processes for manual procedures must be in place and monitored to ensure that availability and security needs are met for software, hardware, and personnel. Most important, whether the organization is designing and installing a new program or controlling an ongoing system, information security must always remain an integral part of the business and be addressed as such, thus affording an adequate and reasonable level of control based on the needs of the business.

Domain 10
Physical Security 


Physical security is often a discounted discipline, yet attention to safeguarding the physical environment can yield a satisfactory level of protection. Chapter 10-1-1 offers a comprehensive look at implementing a physical security program, which begins with a risk assessment so that the appropriate most cost-effective controls are implemented. Additionally, the author illustrates the multiple biometric technologies and defines each in terms of rejection and acceptance rates. Ultimately, the chapter maintains that a good physical security program is an organization’s first line of defense.

Information security (IS) management polls continue to reveal that insider threat, due to disgruntled employees or dishonest employees, is the number one risk to the security of computing resources. Likewise, the 1996 National Retail Security Survey indicates that 42% of inventory shrinkage is due to employee theft. Further, today’s highly competitive, technologically advanced workplace generates an environment where talented technicians move from one organization to another, and take their knowledge with them. This situation begs the legal question, “Who owns the knowledge?” Chapter 10-2-1 addresses today’s workplace climate, and the risks involved where downsizing, rightsizing, high employee turnover, and an increased contingent workforce, pose new threats to the security of information. In this chapter, we learn how to adopt effective hiring and firing practices and how to proactively address the protection of trade secrets using exit interviews, employment contracts and noncompetition clauses.

In Domain 10 we address the distributed computing environment, and how individual accountability extends to the desktop. In Chapter 10-3-1, the author submits several protection strategies to safeguard the desktop and portable computing environment. The chapter provides a detailed analysis of the threats and risks involved with the individually-owned and operated personal computer, including data disclosure, computer viruses, theft, and data integrity. In addition, the author includes a valuable security checklist, which itemizes the varied issues that the user and the Security Administrator must take into consideration when deploying a portable computer.

Section 10-1
Threats and Facility Requirements 
Chapter 10-1-1
Physical Security 
Tom Peltier
Before any controls can be implemented into the workplace, it is necessary to assess the current level of security. This can be accomplished in a number of ways. The easiest one is a “walk-about.” After hours, walk through the facility and check for five key controls:

1.  Office doors are locked. 

2.  Desks and cabinets are locked. 

3.  Workstations are secured. 

4.  Diskettes are secured. 

5.  Company information is secured. 

Checking for these five key control elements will give you a basic understanding of the level of controls already in place and a benchmark for measuring improvements once a security control system is implemented. Typically, this review will nearly show a 90% control deficiency rate. A second review is recommended six to nine months after the new security controls are in place.

This chapter examines two key elements of basic computer security: physical security and biometrics. Physical security protects your organization’s physical computer facilities. It includes access to the building, to the computer room(s), to the computers (mainframe, mini, and micros), to the magnetic media, and to other media. Biometrics devices record physical traits (i.e., fingerprint, palm print, facial features, etc.) or behavioral traits (signature, typing habits, etc.).

A BRIEF HISTORY
In the beginning of the computer age, it was easy to protect the systems; they were locked away in a lab and only a select few “wizards” were granted access. Today, computers are cheaper, smaller, and more accessible to almost everyone.

During the mid-twentieth century, the worldwide market for mainframe computer systems exploded. As the third-generation systems became available in the 1960s, companies began to understand their dependence on these systems. By the mid to late 1970s, the security industry began to catch up: with Halon fire suppression systems, card access, and RACF and ACF2. In the final quarter of the century, mainframe-centered computing was at its zenith.

By 1983, the affordable portable computer began to change the working landscape for information security professionals. An exodus from the mainframe to the desktop began. The controls that had been so hard won in the previous two decades were now considered the cause of much bureaucracy. Physical security is now needed in desktops. For years, conventional thinking was that a computer is a computer is a computer is a computer. Controls are even more important in the desktop or workstation environment than in the mainframe environment.

The computing environment is now moving from the desktop to the user. With the acceptance of telecommuting, the next challenge will be to apply physical security solutions to the user-centered computing environment.

With computers on every desk connected via networks to other local and remote systems, physical security needs must be reviewed and upgraded wherever necessary. Advances in computer and communications security are not enough; physical security remains a vitally important component of an overall information security plan.

WHERE TO FOCUS ATTENTION
Before implementing any form of physical security, it may be helpful to conduct a limited business impact analysis (BIA) to focus on existing threats to the computer systems and determine where resources can best be spent. It is very important to consider all potential threats, even unlikely ones. Ignore those with a zero likelihood, such as a tsunami in Phoenix or a sandstorm in Maui. A very simple BIA could be diagrammed as shown in Exhibit 1.
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Exhibit 1.  Business Impact Analysis Example

An unlimited number of threats can be of concern to your organization. Any number of high-likelihood threats can be identified. First consider those threats that might actually affect your organization (e.g., fire, flood, or fraud). Three elements are generally associated with each threat:

•  The agent: the destructive agent can be a human, a machine, or nature. 

•  The motive: the only agent that can threaten accidentally and intentionally is the human. 

•  The results: for the information systems community, this would be a loss of access or unauthorized access, modification, or disclosure or destruction of data or information. 



Note:Rank each impact based on 4 = high to 1 = low. Rank each resource based on 4 = weak resources available to 1 = strong resources available. 



The focus of physical security has often been on human-made disasters, such as sabotage, hacking, and human error. Don’t forget that the same kinds of threats can also occur from natural disasters.

NATURAL DISASTERS AND CONTROLS
Fire — A conflagration affects information systems through heat, smoke, or suppression agent (e.g., fire extinguishers and water) damage. This threat category can be minor, major, or catastrophic. Controls: install smoke detectors near equipment; keep fire extinguishers near equipment and train employees in their proper use; conduct regular fire evacuation exercises. 

Environmental failure — This type of disaster includes any interruption in the supply of controlled environmental support provided to the operations center. Environmental controls include clean air, air conditioning, humidity, and water. Controls: since humans and computers don’t coexist well, try to keep them separate. Many companies are establishing command centers for employees and a “lights-out” environment for the machines. Keep all rooms containing computers at reasonable temperatures (60 to 75ºF or 10 to 25ºC). Keep humidity levels at 20 to 70% and monitor environmental settings. 

Earthquake — A violent ground motion results from stresses and movements of the earth’s surface. Controls: keep computer systems away from glass and elevated surfaces; in high-risk areas secure the computers with antivibration devices. 

Liquid Leakage — A liquid inundation includes burst or leaking pipes and accidental discharge of sprinklers. Controls: keep liquid-proof covers near the equipment and install water detectors on the structural floor near the computer systems. 

Lightning — An electrical charge of air can cause either direct lightning strikes to the facility or surges due to strikes to electrical power transmission lines, transformers, and substations. Controls: install surge suppressors, store backups in grounded storage media, install and test Uninterruptible Power Supply (UPS) and diesel generators. 

Electrical Interruption — A disruption in the electrical power supply, usually lasting longer than one-half hour, can have serious business impact. Controls: install and test UPS, install line filters to control voltage spikes, and install antistatic carpeting. 

THE HUMAN FACTOR
Recent FBI statistics indicate that 72% of all thefts, fraud, sabotage, and accidents are caused by a company’s own employees. Another 15 to 20% comes from contractors and consultants who are given access to buildings, systems, and information. Only about 5 to 8% is done by external people, yet the press and management focus mostly on them. The typical computer criminal is a nontechnical authorized user of the system who has been around long enough to locate the control deficiencies.

When implementing control devices, make certain that the controls meet the organization’s needs. Include a review of internal access, and be certain that employees meet the standards of due care imposed on external sources. “Intruders” can include anybody who is not authorized to enter a building, system, or data.

The first defense against instruders is to keep them out of the building or computer room. However, because of cost-cutting measures in the past two decades, very few computer facilities are guarded anymore. With computers everywhere, determining where to install locks is a significant problem.

To gain access to any business environment, everybody should have to pass an authentication and/or authorization test. The three ways of authenticating users involve something:

•  That the user knows (a password). 

•  That the user has (a badge, key, card, or token). 

•  Of their physiognomy (fingerprint, retinal image, voice). 

LOCKS
In addition to securing the campus, it may be necessary to secure the computers, networks, disk drives, and electronic media. One method of securing a workstation is with an anchor pad, a metal pad with locking rods secured to the surface of the workstation. The mechanism is installed to the shell of the computer. These are available from many vendors.

Many organizations use cables and locks. Security cables are multistrand, aircraft-type steel cables affixed to the workstation with a permanently attached plate that anchors the security cable to the desk or other fixture.

Disk locks are another way to secure the workstation. These small devices are quickly inserted into the diskette slot and lock out any other diskette from the unit. They can prevent unauthorized booting from diskettes and infection from viruses.

Cryptographic locks also prevent unauthorized access by rendering information unreadable to unauthorized personnel. Encryption software does not impact day-to-day operations while ensuring the confidentiality of sensitive business information. Crypographic locks are cost-effective and easily available.

TOKENS
As human security forces shrink, there is more need to ensure that only authorized personnel can get into the computer room. A token is an object the user carries to authenticate his or her identity. These devices can be token cards, card readers, or biometric devices. They have the same purpose: to validate the user to the system. The most prevalent form is the card, an electric device that normally contains encoded information about the individual who is authorized to carry it. Tokens are typically used with another type of authentication. Many cipher locks have been replaced with token card access systems.

Challenge-Response Tokens
Challenge-response tokens supply passcodes that are generated using a challenge from the process requesting authentication (such as the Security Dynamics’ SecurID). Users enter their assigned user IDs and passwords plus a password supplied by the token card. This process requires that the user supply something they possess (the token) and something that they know (the challenge/response process). This process makes passcode sniffing and brute force attacks futile.

Challenge-response is an asynchronous process. An alternative to challenge-response is the synchronous token that generates the password without the input of a challenge from the system. It is synchronized with the authenticating computer when the user and token combination is registered on the system.

Dumb Cards
For many years, photo identification badges have sufficed as a credential for most people. With drivers’ licenses, passports, and employee ID badges, the picture — along with the individual’s statistics — supplies enough information for the authentication process to be completed. Most people flash the badge to the security guard or give a license to a bank teller. Someone visually matches the ID holder’s face to the information on the card.

Smart Cards
The automatic teller machine (ATM) card is an improvement on the “dumb card”; these “smart” cards require the user to enter a personal ID number (PIN) along with the card to gain access. The ATM compares the information encoded on the magnetic stripe with the information entered at the ATM machine.

The smart card contains microchips that consist of a processor, memory used to store programs and data, and some kind of user interface. Sensitive information is kept in a secret read-only area in its memory, which is encoded during manufacturing and is inaccessible to the card’s owner. Typically, these cards use some form of cryptography that protects the information. Not all smart cards work with card readers. A user inserts the card into the reader, the system displays a message, and if there is a match, then the user is granted access.

Types of Access Cards
Access cards employ different types of technology to ensure authenticity:

•  Photo ID cards contain a photograph of the user’s face and are checked visually. 

•  Optical-coded cards contain tiny, photographically etched or laser-burned dots representing binary zeros and ones that contain the individual’s encoded ID number. The card’s protective lamination cannot be removed without destroying the data and invalidating the card. 

•  Electric circuit cards contain a printed circuit pattern. When inserted into a reader, the card closes certain electrical circuits. 

•  Magnetic cards, the most common form of access control card, contain magnetic particles that contain, in encoded form, the user’s permanent ID number. Data can be encoded on the card, but the tape itself cannot be altered or copied. 

•  Metallic stripe cards contain rows of copper strips. The presence or absence of strips determines the code. 

BIOMETRIC DEVICES
Every person has unique physiological, behavioral, and morphological characteristics that can be examined and quantified. Biometrics is the use of these characteristics to provide positive personal identification. Fingerprints and signatures have been used for years to prove an individual’s identity, but individuals can be identified in many other ways. Computerized biometrics identification systems examine a particular trait and use that information to decide whether the user may enter a building, unlock a computer, or access system information.

Biometric devices use some type of data input device, such as a video camera, retinal scanner, or microphone, to collect information that is unique to the individual. A digitized representation of a user’s biometric characteristic (fingerprint, voice, etc.) is used in the authentication process. This type of authentication is virtually spoof-proof and is never misplaced. The data are relatively static but not necessarily secret. The advantage of this authentication process is that it provides the correct data to the input devices.

Fingerprint Scan
The individual places a finger in or on a reader that scans the finger, digitizes the fingerprint, and compares it against a stored fingerprint image in the file. This method can be used to verify the identity of individuals or compare information against a data base covering many individuals for recognition. Performance:

•  False rejection rate = 9.4% 

•  False acceptance rate = 0 

•  Average processing time = 7 seconds 

Retinal Scan
This device requires that the user look into an eyepiece that laser-scans the pattern of the blood vessels. The patterns are compared to provide positive identification. It costs about $2,650. Performance:

•  False rejection rate = 1.5% 

•  False acceptance rate = 1.5% 

•  Average processing time = 7 seconds 

Palm Scan
The system scans 10,000 points of information from a 2-inch-square area of the human palm. With the information, the system identifies the person as an impostor or authentic. The typical price is $2,500. Performance:

•  False rejection rate = 0 

•  False acceptance rate = 0.00025% 

•  Average processing time = 2-3 seconds 

Hand Geometry
This device uses three-dimensional hand geometry measurements to provide identification. The typical price is $2,150. Performance:

•  False rejection rate = 0.1% 

•  False acceptance rate = 0.1% 

•  Average processing time = 2 to 3 seconds 

Facial Recognition
Using a camera mounted at the authentication place (gate, monitor, etc.) the device compares the image of the person seeking entry with the stored image of the authorized user indexed to the system. The typical price is $2,500. Performance:

•  Average processing time = 2 seconds 

Voice Verification
When a person speaks a specified phrase into a microphone, this device analyzes the voice pattern and compares it against a stored data base. The price can run as high as $12,000 for 3,000 users. Performance:

•  False rejection rate = 8.2% 

•  False acceptance rate = 0.4% 

•  Average processing time = 2 to 3 seconds (response time is calculated after the password or phrase is actually spoken into the voice verification system). 

TESTING
Security systems, passwords, locks, token cards, biometrics, and other authentication devices are expected to function accurately from the moment they are installed, but it is the management and testing that makes them work. There is little point in installing an elaborate access control system for the computer room if the employees routinely use the emergency fire exits. Employees must be trained in the proper use of physical security systems. Access logs must be monitored and reconciled in a timely manner.

Training and awareness demands time, money, and personnel, but it is essential for organizations to meet the challenges brought about by increased competition and reduced resources. There must be a partnership between the technology and the employees. Exhibit on spending at least as much time and resources on training employees on how to use the technology as on procuring and installing it. Employees must understand why the control mechanisms were selected and what their roles are in the security process.

SUMMARY
Companies where employees hold open the door for others to walk through may need to review their level of security awareness. The first step in implementing a physical security program is determining the level of need and the current level of awareness. To implement a cost-effective security program (1) analyze the problems, (2) design or procure controls, (3) implement those controls, (4) test and exercise those controls, and (5) monitor the controls. Implement only controls needed to meet the current needs, but make sure that additional control can be added later if required. Physical security is an organization’s first line of defense against theft, sabotage, and natural disasters.
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Section 10-2
Personnel Physical Access Control 
Chapter 10-2-1
Information Security and Personnel Practices 
Edward H. Freeman
In the past few years, the corporate world’s image of the personnel function has undergone a significant change. An organization’s employees are now considered a corporate resource and asset, requiring constant care and management. Changing legal conditions affecting personnel practices have underscored the need for clearly defined and well-publicized policies on a variety of issues.

The corporation and the employee have specific legal and ethical responsibilities to each other, both during and after the period of employment. Hiring and termination criteria, trade secrets, and noncompetition clauses are all issues that can cause serious legal problems for a corporation and its employees.

This chapter addresses personnel issues as they relate to information systems security, particularly hiring and termination procedures. Methods to protect both the corporation and the employee from unnecessary legal problems are discussed, and problems regarding trade secrets and noncompetition clauses are reviewed.

THE PROFESSIONAL ENVIRONMENT
The information systems and information security professions are in a vibrant and exciting industry that has always operated under a unique set of conditions. The industry relies on the unquestioned need for absolute confidentiality, security, and personal ethics. An organization and its reputation can be destroyed if its information security procedures are perceived as being inadequate or unsatisfactory. Yet, misuse or outright theft of software and confidential information can be relatively easy to accomplish, is profitable, and is often difficult to detect. Innovations can be easily transferred when an employee leaves the corporation, and information systems personnel have always been particularly mobile, moving among competitors on a regular basis.

These factors are extremely important as they relate to the corporation and its personnel practices. A newly hired programmer or security analyst, whose ethical outlook is largely unknown to management, may quickly have access to extremely sensitive and confidential information and trade secrets. Unauthorized release of this information could destroy the corporation’s reputation or damage it financially. An employee who has just accepted a position with a major competitor may have access to trade secrets that are the foundation of the corporation’s success.

HIRING PRACTICES
Corporations must take special care during the interview to determine each candidate’s level of personal and professional integrity. The sensitive nature and value of the equipment and data that employees will be handling require an in-depth screening process. At a minimum, this should include a series of comprehensive interviews that emphasize integrity as well as technical qualifications. References from former employers should be examined and verified.

The best way to verify information from an employment application is to conduct a thorough reference check with former supervisors, co-workers, teachers, and friends listed by the applicant on the application. Former employers are usually in the best position to rate the applicant accurately, providing a candid assessment of strengths and weaknesses, personal ethics, and past earnings, among other information.

Many employers have become increasingly cautious about releasing information or making objective statements that rate former personnel. Such employees have successfully sued corporations and supervisors for making derogatory statements to prospective employers. Many employers will furnish written information only about the applicant’s dates of employment, positions held, and salaries earned, choosing to ignore more revealing questions. Often, an informal telephone check may reveal more information than would be obtained by a written request. If two large employers regularly hire each others’ employees, it would be worthwhile for their personnel managers to develop a confidential personal relationship.

Use of a reference authorization and hold-harmless agreement can help raise the comfort level of the former employer and get more complete information from a job applicant’s previous employer. In such an agreement, the applicant authorizes the disclosure of past employment information and releases both the prospective employer and the previous employer from all claims and liabilities arising from the release of such information. An employer who uses such an agreement should require every job applicant to sign one as a condition of applying for employment. A copy of the agreement is then included with the request for references sent to the previous employer.

When sending or responding to a reference request that includes a reference authorization waiver and hold-harmless agreement, it is important for employers to make sure that the form:

•  Is signed by the job applicant. 

•  Releases the employer requesting the information as well as the previous employer from liability. 

•  Clearly specifies the type of information that may be divulged. 

A responding employer should exercise extreme caution before releasing any written information about a former employee, even if the former employee has signed a reference authorization waiver. Only information specifications permitted by the waiver should be released. If there is any ambiguity, the former employer should refuse to release the requested information. The former employer is safest if only the date of hire, job title, and date of termination are released.

TRADE SECRETS
A trade secret is a “formula, pattern, device, or compilation of information which is used in one’s business, and which gives an opportunity to obtain an advantage over competitors who do not know or use it.” (Restatement of Torts, Section 757 [1939].) This advantage may be no more than a slight improvement over common trade practice, as long as the process is not common knowledge in the trade. A process or method which is common knowledge within the trade is not considered a trade secret and will not be protected. For example, general knowledge of a new programming language or operating system that an employee may gain on the job is not considered a trade secret. The owner of a trade secret has exclusive rights to its use, may license another person to use the innovation, and may sue any person who misappropriates the trade secret.

Trade secret protection does not give rights that can be enforced against the public, but rather against only those individuals and organizations that have contractual or other special relations with the trade secret owner. Trade secret protection does not require registration with government agencies for its creation and enforcement; instead, protection exists from the time of the invention’s creation and arises from the developer’s natural desire to keep his or her invention confidential.

Strict legal guidelines to determine whether a specific secret qualifies for trade secret protection have not been established. To determine whether a specific aspect of a computer software or security system qualifies as a trade secret, the court will consider the following questions:

•  Does the trade secret represent an investment of time or money by the organization which is claiming the trade secret? 

•  Does the trade secret have a specific value and usefulness to the owner? 

•  Has the owner taken specific efforts and security measures to ensure that the matter remains confidential? 

•  Could the trade secret have been independently discovered by a competitor? 

•  Did the alleged violator have access to the trade secret, either as a former employee or as one formerly involved in some way with the trade secret owner? Did the organization inform the alleged violator that a secrecy duty existed between them? 

•  Is the information available to the public by lawful means? 

Trade secret suits are based primarily on state law, not federal law. If the owner is successful, the court may grant cash damages or injunctive relief, which would prevent the violator from using the trade secret.

Trade Secrets and Personnel Practices
Because information systems and security professionals often accept new positions with competitors, organizations seeking to develop and protect their information assets must take special care to determine each candidate’s level of personal and professional integrity. The sensitive nature and value of the equipment and data that employees will be handling require an in-depth screening process. At a minimum, this should include a series of comprehensive pre-employment interviews that emphasize integrity as well as technical qualifications. Careful reference checking is essential.

When an employee joins the firm, the employment contract should expressly emphasize the employee’s duty to keep certain types of information confidential both during and after the employee’s tenure. The contract should be written in clear language to eliminate any possibility of misunderstanding. The employee must sign the agreement before the first day of work as a condition of employment and it should be permanently placed in his or her personnel file. A thorough briefing on security matters gives the employee initial notice that a duty of secrecy exists, which may help establish legal liability against an employee who misuses proprietary information.

These secrecy requirements should be reinforced in writing on a regular basis. The organization should inform its employees that it relies on trade secret law to protect certain proprietary information resources and that the organization will enforce these rights. All employees should be aware of these conditions of employment.

The entrance interview provides the best opportunity to determine whether new employees have any existing obligations to protect the confidential information of their former employers. If such an obligation exists, a written record should be entered into the employee’s personnel file, outlining the scope and nature of this obligation. In extreme cases and after consultation with legal counsel, it may become necessary to reassign the new employee to an area in which this knowledge will not violate trade secret law. Such actions reduce the risk that the former employer will bring an action for trade secret violation.

The employee should acknowledge in writing that he or she is aware of this obligation and will not disclose any trade secrets of the former employer in the new position. In addition, the employee should be asked if he or she has developed any innovations that may be owned by the former employer.

The organization should take special care when a new employee recently worked for a direct competitor. The new employer should clearly emphasize and the new employee should understand that the employee was hired for his or her skills and experience, not for any inside information about a competitor. The employee should never be expected or coerced into revealing such information as part of his or her job. Both parties should agree not to use any proprietary information gained from the employee’s previous job.

Trade Secrets and the Terminating Employee
Even when an employee leaves the organization on excellent terms, certain precautions regarding terms of employment must be observed. The employee should be directed to return all documents, records, and other information in his or her possession concerning the organization’s proprietary software, including any pertinent notes (except those items the employee has been authorized in writing to keep).

During the exit interview, the terms of the original employment agreement and trade secret law should be reviewed. The employee should then be given a copy of the agreement. If it is appropriate, the employer should write a courteous, nonaccusatory letter informing the new employer of the specific areas in which the employee has trade secret information. The letter should be sent with a copy of the employee’s employment agreement. If the new employer has been notified of potential problems, it may be liable for damages resulting from the wrongful disclosure of trade secrets by the new employee.

NONCOMPETITION CLAUSES
Many firms require new employees to sign a noncompetition clause. In such an agreement, the employee agrees not to compete with the employer by starting a business or by working for a competitor for a specific time after leaving the employer. In recent years, the courts have viewed such clauses with growing disfavor; the broad scope of such agreements severely limits the former employee’s career options, and the former employer has no obligations in return.

Such agreements, by definition, constitute a restraint on free trade and are not favored by courts. To be upheld by the court, such agreements must be considered reasonable under the circumstances. Most courts analyze three major factors when making such determinations:

•  Whether the specific terms of the agreement are stricter than necessary to protect the employer’s legitimate interests. 

•  Whether the restraint is too harsh and oppressive for the employee. 

•  Whether the restraint is harmful to the interests of the public. 

If an employer chooses to require a noncompetition clause from its employees, care should be taken to ensure that the conditions are only as broad as are necessary to protect the employer’s specific, realistic, limited interests. Clauses which prohibit an employee from working in the same specific application for a short time (one to three years) are usually not considered unreasonable.

For example, a noncompetition clause which prohibits a former employee for working for a direct competitor for a period of two years may be upheld by the court, whereas a clause which prohibits a former employee from working in any facet of information processing or information security will probably not be upheld.

The employer should enforce the clause only if the former employee’s actions represent a genuine threat to the employer. The court may reject broad restrictions completely, leaving the employer with no protection at all.

PRECAUTIONARY MEASURES
Organizations can take several precautionary steps to safeguard their information assets. Perhaps the most important is to create a working atmosphere that promotes employee loyalty, high morale, and job satisfaction. Employees should be aware of the need for secrecy and of the ways inappropriate actions could affect the company’s success.

Organizations should also ensure that their employees’ submissions to technical and trade journals do not contain corporate secrets. Trade secrets lose their protected status once the information is available to the public. Potential submission to such journals should be cleared by technically proficient senior managers before submission.

Intelligent restrictions on access to sensitive information should be adopted and enforced. Confidential information should be available only to employees who need it. Audit trails should record who accessed what information, at what times, and for how long. Sensitive documents should be marked confidential and stored in locked cabinets; they should be shredded or burned when it is time to discard them. (It should be noted that some courts have held that discarded documents no longer remain under the control of the creator and are in the public domain.) Confidential programs and computer-based information should be permanently erased or written over when it is time for their destruction. These measures reduce the chance of unauthorized access or unintentional disclosure.

To maintain information security, organizations should follow these steps in their personnel practices:

•  Choose employees carefully. Personal integrity should be as important a factor in the hiring process as technical skills. 

•  Create an atmosphere in which the levels of employee loyalty, morale, and job satisfaction are high. 

•  Remind employees, on a regular basis, of their continuous responsibilities to protect the organization’s information. 

•  Establish procedures for proper destruction and disposal of obsolete programs, reports, and data. 

•  Act defensively when an employee must be discharged, either for cause or as part of a cost reduction program. Such an employee should not be allowed access to the system and should be carefully watched until he or she leaves the premises. Any passwords used by the former employee should be immediately disabled. 

•  Do not be overly distrustful of departing employees. Most employees who resign on good terms from an organization do so for personal reasons, usually to accept a better position or to relocate. Such people do not wish to harm their former employer, but only to take advantage of a more suitable job situation. Although the organization should be prepared for any contingency, suspicion of former employees is usually unfounded. 

•  Protect trade secrets in an appropriate manner. Employees who learn new skills on the job may freely take those skills to another employer, as long as trade secrets are not revealed. 

•  Use noncompetition clauses only as a last resort. The courts may not enforce noncompetition clauses, especially if the employee is unable to find suitable employment as a result. 
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Today’s portable computing environment can take on a variety of forms: from remote connectivity to the home office to remote computing on a standalone microcomputer with desktop capabilities and storage. Both of these portable computing methods have environment-specific threats as well as common threats that require specific protective measures. Remote connectivity can be as simple as standard dial-up access to a host mainframe or as sophisticated as remote node connectivity in which the remote user has all the functions of a workstation locally connected to the organization’s local area network (LAN). Remote computing in a standalone mode also presents very specific security concerns, often not realized by most remote computing users.

PORTABLE COMPUTING THREATS
Portable computing is inherently risky. Just the fact that company data or remote access is being used outside the normal physical protections of the office introduces the risk of exposure, loss, theft, or data destruction more readily than if the data or access methods were always used in the office environment.

Data Disclosure
Such simple techniques as observing a user’s remote access to the home office (referred to as shoulder surfing) can disclose a company’s dial-up access phone number, user account, password, or log-on procedures; this can create a significant threat to any organization that allows remote dial-up access to its networks or systems from off-site. Even if this data or access method isn’t disclosed through shoulder surfing, there is still the intermediate threat of data disclosure over the vast amount of remote-site to central-site communication lines or methods (e.g., the public phone network). Dial-up access is becoming more vulnerable to data disclosure because remote users can now use cellular communications to perform dial-up access from laptop computers.

Also emerging in the remote access arena is a growing number of private metropolitan wireless networks, which present a similar, if not greater, threat of data disclosure. Most private wireless networks don’t use any method of encryption during the free-space transmission of a user’s remote access to the host computer or transmission of company data. Wireless networks can range in size from a single office space serving a few users to multiple clusters of wireless user groups with wireless transmissions linking them to different buildings. The concern in a wireless data communication link is the threat of unauthorized data interception, especially if the wireless connection is the user’s sole method of communication to the organization’s computing resources.

All of these remote connectivity methods introduce the threat of data exposure. An even greater concern is the threat of exposing a company’s host access controls (i.e., a user’s log-on account and static password), which when compromised may go undetected as the unauthorized user accesses a system under a valid user account and password.

Data Loss and Destruction
Security controls must also provide protection against the loss and destruction of data. Such loss can result from user error (e.g., laptop computers may be forgotten in a cab or restaurant) or other cause (e.g., lost baggage). This type of data loss can be devastating, given today’s heavy reliance on the portable computer and the large amount of data a portable computer can contain. For this reason alone some security practitioners would prohibit use of portable computers, though increased popularity of portable computing makes this a losing proposition in most organizations.

Other forms of data loss include outright theft of disks, copying of hard disk data, or loss of the entire unit. In today’s competitive business world, it is not uncommon to hear of rival businesses or governments using intelligence-gathering techniques to gain an edge over their rivals. More surreptitious methods of theft can take the form of copying a user’s diskette from a computer left in a hotel room or at a conference booth during a break. This method is less likely to be noticed, so the data owner or company would probably not take any measures to recover from the theft.

Threats to Data Integrity
Data integrity in a portable computing environment can be affected by direct or indirect threats, such as virus attacks. Direct attacks can occur from an unauthorized user changing data while outside the main facility on a portable user’s system or disk. Data corruption or destruction due to a virus is far more likely in a portable environment because the user is operating outside the physical protection of the office. Any security-conscious organization should already have some form of virus control for on-site computing; however, less control is usually exercised on user-owned computers and laptops. While at a vendor site, the mobile user may use his or her data disk on a customer’s computer, which exposes it to the level of virus control implemented by this customer’s security measures and which may not be consistent with the user’s company’s policy.

Other Forms of Data Disclosure
The sharing of computers introduces not only threats of contracting viruses from unprotected computers, but also the distinct possibility of unintended data disclosure. The first instance of shared computer threats is the sharing of a single company-owned portable computer. Most firms don’t enjoy the financial luxury of purchasing a portable computer for every employee who needs one. In order to enable widespread use of minimal resources, many companies purchase a limited number of portable computers that can be checked out for use during prolonged stays outside the company. In these cases, users most likely store their data on the hard disk while working on the portable and copy it to a diskette at the end of their use period. But they may not remove it from the hard disk, in which case the portable computer’s hard disk becomes a potential source of proprietary information to the next user of the portable computer. And if this computer is lost or misplaced, such information may become public. Methods for protecting against this threat are not difficult to implement; they are discussed in more detail later in this chapter.

Shared company portables can be managed, but an employee’s sharing of computers external to the company’s control can lead to unauthorized data disclosure. Just as employees may share a single portable computer, an employee may personally own a portable that is also used by family members or it may be lent or even rented to other users. At a minimum, the organization should address these issues as a matter of policy by providing a best practices guideline to employees.

DECIDING TO SUPPORT PORTABLES
As is the case in all security decisions, a risk analysis needs to be performed when making the decision to support portable computers. The primary consideration in the decision to allow portable computing is to determine the type of data to be used by the mobile computing user. A decision matrix can help in this evaluation, as shown in Exhibit 1. The vertical axis of the decision matrix could contain three data types the company uses: confidential, sensitive, and public. Confidential data is competition-sensitive data which cannot be safely disclosed outside the company boundaries. Sensitive data is private, but of less concern if it were disclosed. Public data can be freely disclosed.
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Exhibit 1.  Decision Matrix for Supporting Portable Computers

The horizontal axis of the matrix could be used to represent decisions regarding whether the data can be used for portable computer use and the level of computing control mechanisms that should be put in place for the type of data involved. (The data classifications in Exhibit 1 are very broad; a given company’s may be more granular.) The matrix can be used by users to describe their needs for portable computing, and it can be used to communicate to them what data categories are allowed in a portable computing environment.

This type of decision matrix would indicate at least one data type that should never be allowed for use in a mobile computing environment (i.e., confidential data). This is done because it should be assumed that data used in a portable computing environment will eventually be compromised even with the most stringent controls. With respect to sensitive data, steps should be taken to guard against the potential loss of the data by implementing varying levels of protection mechanisms. There is little concern over use of public data. As noted, the matrix for a specific company may be more complex, specifying more data types unique to the company or possibly more levels of controls or decisions on which data types can and cannot be used.

PROTECTION STRATEGIES
After the decision has been made to allow portable computing with certain use restrictions, the challenge is to establish sound policies and protection strategies against the known threats of this computing environment. The policy and protection strategy may include all the ideas discussed in this chapter or only a subset, depending on the data type, budget, or resource capabilities.

The basic implementation tool for all security strategies is user education. Implementing a portable computing security strategy is no different; the strategy should call for a sound user education and awareness program for all portable computing users. This program should highlight the threats and vulnerabilities of portable computing and the protection strategies that must be implemented. Exhibit 2 depicts the threats and the potential protection strategies that can be employed to combat them.
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Exhibit 2.  Portable Computing Threats and Protection Measures

User Validation Protection
The protection strategy should reflect the types of portable computing to be supported. If remote access to the company’s host computers and networks is part of the portable computing capabilities, then strict attention should be paid to implementing a high-level remote access validation architecture. This may include use of random password generation devices, challenge/response authentication techniques, time-synchronized password generation, and biometric user identification methods. Challenge/response authentication relies on the user carrying some form of token that contains a simple encryption algorithm; the user would be required to enter a personal ID to activate it. Remote access users are registered with a specific device; when accessing the system, they are sent a random challenge number. Users must decrypt this challenge using the token’s algorithm and provide the proper response back to the host system to prove their identity. In this manner, each challenge is different and thus each response is unique. Although this type of validation is keystroke-intensive for users, it is generally more secure than one-time password methods; the PIN is entered only into the remote users’ device, and it is not transmitted across the remote link.

Another one-time password method is the time-synchronized password. Remote users are given a token device resembling a calculator that displays an eight-digit numeric password. This device is programmed with an algorithm that changes the password every 60 seconds, with a similar algorithm running at the host computer. Whenever remote users access the central host, they merely provide the current password followed by their personal ID and access is granted. This method minimizes the number of keystrokes that must be entered, but the personal ID is transmitted across the remote link to the host computer, which can create a security exposure.

A third type of high-level validation is biometric identification, such as thumb print scanning on a hardware device at the remote user site, voice verification, and keyboard dynamics, in which the keystroke timing is figured into the algorithm for unique identification. The portable computer user validation from off-site should operate in conjunction with the network security firewall implementation. (A firewall is the logical separation between the company-owned and managed computers and public systems.) Remote users accessing central computing systems are required to cross the firewall after authenticating themselves in the approved manner. Most first-generation firewalls use router-based access control lists (ACLs) as a protection mechanism, but new versions of firewalls may use gateway hosts to provide detailed packet filtering and even authentication.

Data Disclosure Protection
If standalone computers are used in a portable or mobile mode outside of the company facility, consideration should be given to requiring some form of password user identification on the individual unit itself. Various software products can be used to provide workstation-level security.

The minimum requirements should include unique user ID and one-way password encryption so that no cleartext passwords are stored on the unit itself. On company-owned portables, there should be an administrative ID on all systems for central administration as necessary when the units return on-site. This can help ensure that only authorized personnel are using the portable system. Although workstation-based user authentication isn’t as strong as host-based user authentication, it does provide a reasonable level of security. At the least, use of a commercial ID and password software products on all portables requires that all users register for access to the portable and the data contained on it.

Other techniques for controlling access to portables include physical security devices on portable computers. Though somewhat cumbersome, these can be quite effective. Physical security locks for portables are a common option. One workstation security software product includes a physical disk lock that inserts into the diskette drive and locks to prevent disk boot-ups that might attempt to override hard-disk-resident software protections.

In addition to user validation issues (either to the host site or the portable system itself), the threat of unauthorized data disclosure must also be addressed. In the remote access arena, the threats are greater because of the various transmission methods used: dial-up over the public switched telephone network, remote network access over such media as the Internet, or even microwave transmission. In all of these cases, the potential for unauthorized interception of transmitted data is real. Documented cases of data capture on the Internet are becoming more common. In the dial-up world, there haven’t been as many reported cases of unauthorized data capture, though the threat still exists (e.g., with the use of free-space transmission of data signals over long-haul links).

In nearly all cases, the most comprehensive security mechanism to protect against data disclosure in these environments is full-session transmission encryption or file-level encryption. Simple Data Encryption Standard (DES) encryption programs are available in software applications or as standalone software. Other public domain encryption software such as Pretty Good Privacy (PGP) is available, as are stronger encryption methods using proprietary algorithms. The decision to use encryption depends on the amount of risk of data disclosure the company is willing to accept based on the data types allowed to be processed by portable computer users.

Implementing an encryption strategy doesn’t need to be too costly or restrictive. If the primary objective is protection of data during remote transmission, then a strategy mandating encryption of the file before it is transmitted should be put in place. If the objective is to protect the file at all times when it is in a remote environment, file encryption may be considered, though its use may be seen as a burden by users, both because of the processing overhead and the potentially extra manual effort of performing the encryption and decryption for each access. (With some encryption schemes, users may have to decrypt the file before using it and encrypt it again before storing it on the portable computer. More sophisticated applications provide automatic file encryption and decryption, making this step nearly transparent to the user.) Portable computer hardware is also available that can provide complete encryption of all data and processes on a portable computer. The encryption technology is built into the system itself, though this adds to the expense of each unit.

A final point needs to be made on implementing encryption for portable users, and that is the issue of key management. Key management is the coordination of the encryption keys used by users. A site key management scheme must be established and followed to control the distribution and use of the encryption keys.

VIRUS PROTECTION IN A PORTABLE ENVIRONMENT
All portable or off-site computers targeted to process company data must have some consistent form of virus protection. This is a very important consideration when negotiating a site license for virus software. What should be negotiated is not a site license per se, but rather a use license for company’s users, wherever they may process company data. The license should include employees’ home computers and as well as company-owned portables. If this concept isn’t acceptable to a virus software vendor, then procedures must be established in which all data that have left the company and may have been processed on a nonvirus-protected computer must be scanned before it can reenter the company’s internal computing environment. This can be facilitated by issuing special color-coded diskettes for storing data that are used on portables or users’ home computers. By providing the portable computer users with these disks for storage and transfer of their data and mandating the scanning of these disks and data on a regular basis on-site, the threat of externally contracted computer viruses can be greatly reduced.

CONTROLLING DATA DISSEMINATION
Accumulation of data on portable computers creates the potential for its disclosure. This is easily addressed by implementing a variety of procedures intended to provide checks against this accumulation of data on shared portable computers. A user procedure should be mandated to remove and delete all data files from the hard disk of the portable computer before returning it to the company loan pool. The hardware loaning organization should also be required to check disk contents for user files before reissuing the system.

THEFT PROTECTION
The threat of surreptitious theft can be in the form of illicit copying of files from a user’s computer when unattended, such as checked baggage or when left in a hotel room. The simplest method is to never store data on the hard disk and to secure the data on physically secured diskettes. In the case of hotel room storage, it is common for hotels to provide in-room safes, which can easily secure a supply of diskettes (though take care they aren’t forgotten when checking out).

Another method is to never leave the portable in an operational mode when unattended. The batteries and power supply can be removed and locked up separately so that the system itself is not functional and thus information stored on the hard disk is protected from theft. (The battery or power cord could also easily fit in the room safe.) These measures can help protect against the loss of data, which might go unnoticed. (In the event of outright physical theft, the owner can at least institute recovery procedures.) To protect against physical theft, something as simple as a cable ski lock on the unit can be an effective protection mechanism.

USER EDUCATION
The selection of portable computing protection strategies must be clearly communicated to portable computer users by means of a thorough user education process. Education should be mandatory and recurring to assure the most current procedures, tools, and information are provided to portable users. In the area of remote access to on-site company resources, such contact should be initiated when remote users register in the remote access authentication system.

For the use of shared company portable computers, this should be incorporated with the computer check-out process; portable computer use procedures can be distributed when systems are checked out and agreed to by prospective users. With respect to the use of noncompany computers in a portable mode, the best method of accountability is a general user notice that security guidelines apply to this mode of computing. This notification could be referenced in an employee nondisclosure agreement, in which employees are notified of their responsibility to protect company data, on-site or off-site. In addition to registering all portable users, there should be a process to revalidate users in order to maintain their authorized use of portable computing resources on a regular basis. The registration process and procedures should be part of overall user education on the risks of portable computing, protection mechanisms, and user responsibilities for supporting these procedures.

Exhibit 3 provides a sample checklist that should be distributed to all registered users of portables. It should be attached to all of the company’s portable computers as a reminder to users of their responsibilities. This sample policy statement includes nearly all the protection mechanisms addressed here, though the company’s specific policy may not be as comprehensive depending on the nature of the data or access method used.
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Exhibit 3.  Portable Computing Security Checklist

SUMMARY
The use of portable computing presents very specific data security threats. For every potential threat, some countermeasure should be implemented to ensure the company’s proprietary information is protected. This involves identifying the potential threats and implementing the level of protection needed to minimize these threats. By providing a reasonably secure portable computing environment, users can enjoy the benefits of portable computing and the organization can remain competitive in the commercial marketplace.
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